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A class of states on the algebra of the infinite classical system is characterized by the vanishing of the higher order $(n>2)$ truncated correlation functions. The states are called Gaussian. It is shown how liquids and crystals can be described by Gaussian states.
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## I. INTRODUCTION

An infinite system of classical particles can be described in terms of correlation functions, or in terms of states on a $C^{*}$-algebra. ${ }^{1}$ Especially interesting is the $C^{*}$-algebra of Ref. 2. It allows to construct states in an elegant and concise way. Quasifree states on this algebra are determined by a positive linear functional on a testspace $\tilde{D}$. It is shown in the present paper that Gaussian states are determined by a linear functional on $\tilde{D}$ describing the density of particles and a sesquilinear form on $\tilde{D}$ describing the correlations. A form of Wick's theorem is proved.

In Sec. 4 liquids are considered. For any density $\rho_{0}$ and radial distribution function $g(r)$ a Gaussian state exists provided that the static structure factor is strictly positive everywhere.

In Sec. 5 a description of crystals is given in terms of a periodic density function $\rho^{(1)}(q)$ and of the correlation function $\rho^{(2)}\left(q_{1}, q_{2}\right)$. The static structure factor alone contains not enough information to calculate this pair correlation and one is forced to introduce a family of "structure factors" $K_{b b^{\prime}}(k)$ which are functions over the Brillouin zone and are labelled by vectors $b, b^{\prime}$ of the reciprocal lattice. The existence of a Gaussian state then is assured under conditions similar to the ones in the case of liquids.

The harmonic crystal model is treated as example. A simple description of this model in terms of densities and density correlations is only possible in the one-phonon approximation.

Finally let us indicate the similarities of the present work with that of van $\mathrm{Hemmen}^{3}$ who describes the harmonic crystal in terms of Gaussian processes. Essential in that approach is a generalized version of the finite dimensional Bochner theorem. It allows to introduce a Gaussian measure on a phase space of the system with infinitely many degrees of freedom. In the present approach such a measure on a phase space is absent. Its counterpart is obtained by the integral decomposition of the Gaussian state into pure states.

A direct link exists between the theory of stochastic processes ${ }^{4}$ and the formalism of Ref. 2. It is shortly discussed at the end of Sec. 3.

## 2. ALGEBRA OF OBSERVABLES

An infinitely extended system with nonvanishing density of particles can be described in the algebraic approach. The $C^{*}$-algebra of observables which we will use is the classical analog of the Weyl algebra in quantum mechanics. See Ref. 2.

Let $K$ be the set of subsets $X$ of $\mathbb{R}^{3}$ which satisfy the condition that for each bounded part $V$ of $\mathbb{R}^{3}$ the intersection $V \cap X$ contains an at most finite number of points. Then $K$ is the configuration space of the infinite system. Remark that unlike in Ref. 2 the particles are described by their coordinates only.

The testspace $D$ is the set of real $C^{\infty}$-functions with bounded support in $\mathbb{R}^{3}$. For each $f$ in $D$ a function $S f$ on $K$ is defined by:

$$
(S f)(X)=\sum_{x \in X} f(x)
$$

Because the support of $f$ is bounded at most a finite number of terms in the summation do not vanish.

For each $f$ in $D$ a Weyl function $W(f)$ is defined by:

$$
W(f)=\operatorname{expiSf}
$$

In fact $W$ is a map of $D$ into the von Neumann algebra $B(K, C)$ of bounded functions on configuration space. One has:

$$
W(f)^{*}=W(-f), \quad W(0)=1
$$

and
$W(f) W(g)=W(f+g)$.
The $C^{*}$-algebra $\mathscr{A}$ of the infinite classical system now is generated by the function $W(f), f \in D$. For more details see Ref. 2.

## 3. GAUSSIAN STATES

A class of states on $\mathscr{A}$ is introduced and a characterization is given in terms of truncated correlation functions. Denote $\tilde{D}$ the complex algebra generated by $D$ :

$$
\tilde{D}=\{f+i g \mid f, g \in D\}
$$

Following Ref. 2 we say that a state $\omega$ on $\mathscr{A}$ is $C^{\infty}$ if for all $f$ and $g$ in $D$ the map $\lambda \in \mathbb{R} \rightarrow \omega(W(f+\lambda g))$ is infinitely differentiable.

Theorem 1: Let $\omega_{0}: D \rightarrow \mathbb{R}$ be a linear map. Let $s$ be a nonnegative definite sesquilinear form on $D$. Then a state $\omega$ on. is uniquely defined by the relation

$$
\begin{equation*}
\omega(W(f))=\exp \left\{i \omega_{0}(f)-\frac{1}{2} s(f, f)\right\} \tag{1}
\end{equation*}
$$

for all $f \in D$. Moreover the state $\omega$ is $C^{\infty}$.
Proof: By linearity and continuity $\omega$ extends to a linear map on $\mathscr{A}$. Normalization follows from $\omega(\mathbf{1})=\omega(W(0))=1$. It rests to show that $\omega$ is positive. Let $\xi_{1}, \cdots, \xi_{n}$ in $\mathbb{C}$ and $f_{1}, \cdots, f_{n}$ in $D$. One has:

$$
\begin{align*}
& \sum_{i j} \xi_{i} \bar{\xi}_{j} \omega\left(W\left(f_{i}\right)^{*} W\left(f_{j}\right)\right) \\
&=\sum_{i j} \xi_{i} \bar{\xi}_{j} \omega\left(W\left(f_{j}-f_{i}\right)\right) \\
&=\sum_{i j} \eta_{i} \eta_{j} \operatorname{exps}\left(f_{i}, f_{j}\right) \tag{2}
\end{align*}
$$

with

$$
\eta_{i}=\xi_{i} \exp \left(-i \omega_{0}\left(f_{i}\right)-\frac{1}{2} s\left(f_{i}, f_{j}\right)\right) .
$$

From Schur's theorem follows that (2) is positive. Hence $\omega$ is a state on $\mathscr{A}$. One immediately verifies that it has the $C^{\infty}$ property.

Definition 2: A state $\omega$ on $\mathscr{A}$ is called Gaussian if there exists a linear map $\omega_{0}: D \rightarrow \mathbb{R}$ and a nonnegative definite sesquilinear form $s$ on $\tilde{D}$ such that relation (1) is satisfied for all $f$ in $D$.

Let $(\Pi, \mathscr{H}, \Omega)$ be the G.N.S.-representation of a Gaussian state $\omega$. Because $\omega$ is $C^{\infty}$ all field operators ${ }^{(2)} B(f), f \in D$ exist and satisfy: $\Pi(W(f))=\exp i B(f)$ and $B\left(f_{1}\right) \cdots B\left(f_{n}\right) \Omega$ belongs to the domain of $B(f)$.

Truncated correlation functions $\omega_{T}\left(f_{1}, \cdots, f_{n}\right)$ are defined by the recurrence relation:

$$
\left(\Omega, B\left(f_{1}\right) \cdots B\left(f_{n}\right) \Omega\right)=\Sigma \omega_{T}\left(f_{i}, \cdots\right) \cdots \omega_{T}\left(\cdots, \mathrm{f}_{i_{n}}\right)
$$

where the summation is over all possible partitions $\left(i_{1}, \cdots\right) \cdots\left(\cdots, i_{n}\right)$ of $\{1, \cdots, n\}$ with the original order preserved within each cluster. In particular

$$
(\Omega, B(f) \Omega)=\omega_{T}(f)
$$

and

$$
\left(\Omega, B\left(f_{1}\right) B\left(f_{2}\right) \Omega\right)=\omega_{T}\left(f_{1}\right) \omega_{T}\left(f_{2}\right)+\omega_{T}\left(f_{1}, f_{2}\right)
$$

Lemma 3: For $n \geqslant 3$ one has
$\left(\Omega, \prod_{j=1}^{n} B\left(f_{j}\right) \Omega\right)=\omega_{0}\left(f_{n}\right)\left(\Omega, \prod_{i=1}^{n-1} B\left(f_{j}\right) \Omega\right)$

$$
+\sum_{j=1}^{j=1} s\left(f_{j}, f_{n}\right)\left(\Omega, \prod_{k=1, k \neq j}^{n-1} B\left(f_{k}\right) \Omega\right)
$$

The proof of the lemma is straightforward. The following characterization of Gaussian states is obtained. It is a version of Wick's theorem.

Theorem 4: Let $\omega$ be a $C^{\infty}$-state on $\mathscr{A}$. The following two statements are equivalent: (a) $\omega$ is Gaussian; (b) $\omega_{T}\left(f_{1}, \cdots, f_{n}\right)=0$ for $n \geqslant 3$. Let $\omega_{0}$ and $s$ be the linear map respectively the sesquilinear form which appears in the defining relation (1). Then one has for all $f_{1}, f_{2} \in D$ : (c) $\omega_{I}\left(f_{1}\right)=\omega_{0}\left(f_{1}\right)$ and $\omega_{I}\left(f_{1} f_{2}\right)=s\left(f_{1}, f_{2}\right)$.

Proof: $(\mathrm{a}) \Rightarrow$ (b) and (a) $\Rightarrow$ (c) follows from the lemma.
(b) $\Rightarrow$ (a).

Let $\omega_{0}$ be given by

$$
\left.\omega_{0}(f)=\omega_{T}(f)=(\Omega, B(f)) \Omega\right)
$$

Clearly $\omega_{0}$ is a linear function on $\tilde{D}$. This follows from the linearity of the field operator.

Let $s$ be given by

$$
\begin{aligned}
s\left(f_{1}+i f_{2}, g_{1}+i g_{2}\right)= & \omega_{T}\left(f_{1}, g_{1}\right)+\omega_{T}\left(f_{2}, g_{2}\right) \\
& +i\left\{\omega_{T}\left(f_{2}, g_{1}\right)-\omega_{T}\left(f_{1}, g_{2}\right)\right\}
\end{aligned}
$$

Then $s$ is a sesquilinear form on $\tilde{D}$.

Now one has $\omega_{T}\left(f_{1}, f_{2}\right)=\omega_{T}\left(f_{2}, f_{1}\right)$ because the field operators commute. Hence:

$$
s\left(f_{1}+i f_{2}, f_{1}+i f_{2}\right)=\omega_{T}\left(f_{1}, f_{1}\right)+\omega_{T}\left(f_{2}, f_{2}\right)
$$

But from Schwarz inequality one has:

$$
\begin{aligned}
\omega_{T}\left(f_{i}, f_{i}\right)= & \left(\Omega, B\left(f_{i}\right)^{2} \Omega\right) \\
& -\left(\Omega, B\left(f_{i}\right) \Omega\right)^{2} \geqslant 0 .
\end{aligned}
$$

Therefore $s$ is nonnegative definite.
Because $\omega$ is $C^{\infty}$ one has

$$
\omega(W(f))=\sum_{n=0}^{\infty}\left(i^{n} / n!\right)\left(\Omega, B(f)^{n} \Omega\right)
$$

From condition (b) and with the former definition of $\omega_{0}$ and $s$ one obtains

$$
\omega(W(f))=\exp \left\{i \omega_{0}(f)-\frac{1}{2} s(f, f)\right\}
$$

Therefore $\omega$ is Gaussian.
Finally we indicate a relation with the the theory of stochastic processes. Let $f_{1}, \cdots, f_{n}$ be test functions in $D$.
The function

$$
x=\left(x_{1}, \cdots, x_{n}\right) \rightarrow \omega\left(W\left(\sum_{i} x_{i} f_{i}\right)\right)
$$

is the characteristic function of a Gaussian process with random variables $f_{1}, \cdots, f_{n}$. It can be written as

$$
\exp \left(i m x-\frac{1}{2} x L x\right)
$$

with the mean $m$ given by $m_{i}=\omega_{0}\left(f_{i}\right)$ and the covariance matrix $L$ given by $L_{i j}=s\left(f_{i}, f_{j}\right)$.

The underlying probability space is the one-particle configuration space $\mathbb{R}^{3}$ equipped with the measure induced by the linear functional $\omega_{0}$.

## 4. LIQUIDS

The physical way of describing a liquid or a crystal will be by use of a density functional $\rho^{(1)}(q)$ and a density correlation function $\rho^{(2)}\left(q_{1}, q_{2}\right)$. The following relations give the formal connection with the linear functional $\omega_{0}$ and the sesquilinear form $s$ which by definition determine a Gaussian state of the system:

$$
\omega_{0}(f)=\int d q f(q) \rho^{(1)}(q)
$$

and

$$
\begin{aligned}
s\left(f_{1}, f_{2}\right)= & \omega_{0}\left(f_{1} f_{2}\right)-\int d q_{1} \int d q_{2} f_{1}\left(q_{1}\right) f_{2}\left(q_{2}\right) \\
& \times\left[\rho^{(1)}\left(q_{1}\right) \rho^{(1)}\left(q_{2}\right)-\rho^{(2)}\left(q_{1}, q_{2}\right)\right]
\end{aligned}
$$

An apparent advantage of working with test functions $f_{i}$ in $D$ is that one can allow the functions $\rho^{(1)}$ and $\rho^{(2)}$ to be generalized functions. Hence the definition of $\omega_{0}$ and $s$ by foregoing relations in most applications will not be too difficult to prove. The main requirement is the positivity of the sesquilinear form $s$.

In the case of a dense gas or of a liquid one has translational invariance of the system. The density correlation functions $\rho^{(1)}$ and $\rho^{(2)}$ are of the form

$$
\rho^{(1)}(q)=\rho_{0}
$$

and

$$
\rho^{(2)}\left(q_{1}, q_{2}\right)=\rho_{0}^{2} g\left(q_{1}-q_{2}\right)
$$

$\rho_{0}$ is the density of the system. $g(q)$ is called the radial distribution function, and usually it is assumed to be positive.

It is conventional to denote $h(q)=g(q)-1$. For convenience we will work with Fourier transformed quantities:

$$
\tilde{h}(Q)=\int d q e^{i q Q_{h}}(q)
$$

The static structure factor ${ }^{5}$ is given by:

$$
S(Q)=1+\rho_{0} \tilde{h}(Q)
$$

Remark that if $f$ is a test function in $D$ then its Fourier transform $\tilde{f}$ is a bounded function which falls off at infinity faster than any polynomial.

Proposition 5: Let $\rho_{0}$ be a constant. Let $\tilde{h}(Q)$ be a real function on $\mathbb{R}^{3}$ which is locally integrable. Assume there exists a positive integer $n$ such that $|Q|^{-n} \tilde{h}(Q)$ is integrable outside the unit ball of $\mathbb{R}^{3}$. Assume also that $S(Q)>0$ almost everywhere. Then a linear functional $\omega_{0}$ on $D$ and a positive definite sesquilinear form $s$ on $\tilde{D}$ are given by the relations

$$
\omega_{0}(f)=\rho_{0} \tilde{f}(0)
$$

and

$$
\begin{aligned}
s\left(f_{1}, f_{2}\right)= & \omega_{0}\left(f_{1} f_{2}\right) \\
& +(2 \pi)^{-3} \rho_{0}^{2} s d Q \tilde{f}_{1}(Q) \tilde{f}_{2}(-Q) \tilde{h}(Q)
\end{aligned}
$$

In particular it corresponds a Gaussian state on $\mathscr{A}$.
Proof: Let us show that the integration in the defining relation $s$ is meaningful. Denote $\Lambda$ the unit ball of $\mathbb{R}^{3}$. Let $M$ beaboundedregionin $\mathbb{R}_{\tilde{h}}$. Then $\int_{M} d Q \tilde{f}_{1}(Q) \tilde{f}_{2}(-Q) \tilde{h}(Q)$ is well defined because $\tilde{h}$ is locally integrable and $\tilde{f}_{1}$ and $\tilde{f}_{2}$ are Fourier transforms of infinitely differentiable functions with compact support and hence are continuous and bounded. Suppose now $M \cap \Lambda=\phi$. Then one has:

$$
\begin{aligned}
& \left|\int_{M} d Q \tilde{f}_{1}(Q) \tilde{f}_{2}(-Q) \tilde{h}(Q)\right| \\
& \leqslant x(M)\left\|\tilde{f}_{2}\right\|_{\infty} \int_{C A} d Q|Q|^{-n}|\tilde{h}(Q)|
\end{aligned}
$$

with $x(M)=\sup \left\{|Q|^{n}\left|\tilde{f}_{1}(Q)\right|: Q \in M\right\}$. The convergence of the integral in the definition of $s$ follows because the function $\tilde{f}_{1}(Q)$ falls off at infinity faster than any polynomial. The proof of the proposition now is straightforward. In particular the positivity of $s$ follows from the relation

$$
s\left(f_{1}, f_{2}\right)=(2 \pi)^{-3} \rho_{0} \int d Q \tilde{f}_{1}(Q) \tilde{f}_{2}(-Q) S(Q)
$$

Example: A gas is described by the two-body interaction potential $V(r)$. An obvious choice of the radial distribution function $g$ is

$$
g(q)=\exp (-V(|q|) / k T)
$$

( $k$ is the Boltzmann factor, and $T$ is the temperature). It is the low density limit of the solution of the Kirkwood equation.

Under reasonable assumptions on the potential $V$ the function $h^{\prime}=g-1$ is integrable. At high temperature and low density one has
$\rho_{0} \int d q|h(q)|=\rho_{0} \int d q|\exp (-V(|q|) / k T)-1|<1$.
The Fourier transformed function $\tilde{h}(Q)$ is bounded. It satisfies the conditions of the foregoing proposition. Hence a Gaussian state on $\mathscr{A}$ describes the gas.

The energy density $U$ is given by

$$
U\left(q_{1}\right)=\frac{1}{2} \int d q_{2} \rho^{(2)}\left(q_{1}, q_{2}\right) V\left(\left|q_{1}-q_{2}\right|\right)
$$

One finds

$$
U=\frac{1}{2} \rho_{0}^{2} s d q \exp (-V(|q|) / k T) V(|q|)
$$

## 5. CRYSTALS

We consider Gaussian states on $\mathscr{A}$ which are periodic under translations of $\mathbb{R}^{3}$. For example they can describe a crystal within the harmonic approximation.

The description of a crystal in terms of a density function $\rho^{(1)}(q)$, which is a superposition of Gaussians centered on lattice sites, and a density correlation function $\rho^{(2)}\left(q_{1}, q_{2}\right)$ is unusual. The quantities which are accessible by experiment ( x ray and neutron scattering) are $\rho^{(1)}(q)$ and the average of $\rho^{(2)}\left(q_{1}, q_{2}\right)$ over one unit cell $\Lambda_{0}$ :

$$
\frac{1}{V\left(\Lambda_{0}\right)} \int_{\Lambda_{o}} d s \rho^{(2)}\left(q_{1}+s, q_{2}+s\right)
$$

Expressions for the latter quantity can be found in the literature. ${ }^{5}$

We consider a Bravais lattice generated by the vectors $a_{1}, a_{2}$, and $a_{3}$. They form a non-degenerate matrix $A$. The lattice sites are given by: $A n, n \in \mathbb{Z}^{3}$. Denote $B$ the (first) Brillouin zone. It is (isomorphic to) the dual of the lattice group. A pair of Fourier transforms is defined by

$$
\begin{aligned}
& \tilde{c}(k)=\sum_{n} e^{i k A n} c_{n} \\
& c_{n}=\frac{1}{V(B)} \int_{B} d k e^{-i k A n} \tilde{c}(k)
\end{aligned}
$$

Denote $\Gamma$ the reciprocal lattice. Denote $\Lambda_{0}$ the unit cell of the lattice. The density $\rho^{(1)}(q)$ is a continuous periodic function and hence it can be written as

$$
\rho^{(1)}(q)=\sum_{b \in T} e^{i b q} \tilde{\rho}_{b}
$$

with

$$
\tilde{\mathcal{B}_{0}}=\frac{1}{V\left(\Lambda_{0}\right)} \int_{\Lambda_{0}} d q e^{-i b q} \rho^{(1)}(q)
$$

The density correlation $\rho^{(2)}\left(q_{1}, q_{2}\right)$ has the periodicity property

$$
\rho^{(2)}\left(q_{1}+A n, q_{2}+A n\right)=\rho^{(2)}\left(q_{1}, q_{2}\right)
$$

One therefore can write:

$$
\begin{aligned}
& \rho^{(2)}\left(q_{1}, q_{2}\right)-\rho^{(1)}\left(q_{1}\right) \rho^{(1)}\left(q_{2}\right) \\
& \quad=(2 \pi)^{-3} \sum_{b, b^{\prime} \Gamma} e^{-i b q_{1}} e^{+i b^{\prime} q_{2}} \\
& \quad \times \int_{B} d k e^{i k\left(q_{1}-q_{2}\right)} K_{b b^{\prime}}(k)
\end{aligned}
$$

with

$$
\begin{aligned}
K_{b b^{\prime}}(k)= & {\left[1 / V\left(\Lambda_{0}\right)\right] \int_{\mathbf{R}^{s}} d q^{\prime} e^{i q^{\prime}\left(k-b^{\prime}\right)} \int_{\Lambda_{0}} d q e^{i q\left(b-b^{\prime}\right)} } \\
& \times\left[\rho^{(2)}\left(q, q+q^{\prime}\right)-\rho^{(1)}(q) \rho^{(1)}\left(q+q^{\prime}\right)\right]
\end{aligned}
$$

In particular one has

$$
\begin{gathered}
{\left[1 / V\left(\Lambda_{o}\right)\right] \int_{\Lambda_{o}} d s\left[\rho^{(2)}\left(q_{1}+s, q_{2}+s\right)\right.} \\
\left.-\rho^{(1)}\left(q_{1}+s\right) \rho^{(1)}\left(q_{2}+s\right)\right]
\end{gathered}
$$

$$
=(2 \pi)^{-3} \sum_{b} \int_{B} d k e^{i(k-b)\left(q_{1}-q_{2}\right)} K_{b b}(k) .
$$

Proposition 6: Let $\left(\tilde{\rho}_{b}\right)_{b \in \Gamma}$ be a bounded sequence of reals. Let $\left\{K_{b b},(k): b, b^{\prime} \in \Gamma\right\}$ be a matrix of integrable functions on $B$. Assume a uniform bound $M$ exists:

$$
\int_{B}\left|K_{b b},(k)\right| d k \leqslant M
$$

independent of $b, b^{\prime} \in \Gamma$. Assume for almost all $k \in B$ that the matrix $\tilde{\rho}_{b^{\prime}-b}+K_{b b^{\prime}}(k)$ is positive definite. Then a linear functional $\omega_{0}$ on $D$ and a positive definite sesquilinear form $s$ on $\tilde{D}$ are given by the relations:

$$
\begin{equation*}
\omega_{0}(f)=\sum_{b} \tilde{\rho}_{b} \tilde{f}(b) \tag{3}
\end{equation*}
$$

and

$$
\begin{align*}
s\left(f_{1}, f_{2}\right)= & \omega_{0}\left(f_{1} f_{2}\right)+(2 \pi)^{-3} \sum_{b, b \in \Gamma} \int_{B} d k K_{b b^{\prime}}(k) \\
& \times \tilde{f}_{1}(k-b) \tilde{f}_{2}\left(-k+b^{\prime}\right) \tag{4}
\end{align*}
$$

In particular it corresponds a Gaussian state on $\mathscr{A}$ follows.
Proof: For a test function $f$ the Fourier coefficients $\tilde{f}(b)$ are summable. By assumption the $\tilde{\rho}_{b}$ are bonded. Hence a linear functional $\omega_{0}$ is defined by relation (3).

In order to prove that expression (4) is well defined we need to show that for a test function of $\tilde{D}$ the quantity $\|f\|_{*}$ $=\Sigma_{b \in r} \sup _{k \in B}|\tilde{f}(k-b)|$ is bounded. It follows because the Fourier transform of a function which is infinitely differentiable with compact support tends to zero at infinity faster than any polynomial. One then has:

$$
\begin{aligned}
& \sum_{b, b^{\prime} \in \Gamma}\left|\int_{B} d k K_{b b}(k) \tilde{f}_{1}(k-b) \tilde{f}_{2}\left(-k+b^{\prime}\right)\right| \\
& \quad \leqslant M\left\|f_{1}\right\|_{*}\left\|f_{2}\right\|_{*}
\end{aligned}
$$

So one has absolute convergence of the summations in (2). From the relation

$$
\begin{aligned}
s\left(f_{1}, f_{2}\right)= & (2 \pi)^{-3} \sum_{b b^{\prime} \in \Gamma} \int_{B} d k\left[\tilde{\rho}_{b-b}+K_{b b^{\prime}}(k)\right] \\
& \times \tilde{f}_{1}(k-b) \tilde{f}_{2}\left(-k+b^{\prime}\right)
\end{aligned}
$$

the positivity of $s$ follows.
Remark: Denote $\rho_{0}=V\left(\Lambda_{0}\right)^{-1}$. Let $\tilde{h}(Q)$ be a locally integrable function. Assume that a bound $M$ exists such that

$$
\int_{B}|\tilde{h}(k+b)| d k \leqslant M
$$

independently of $b \in \Gamma$. Assume that $\rho_{0} \tilde{h}(Q)>-1$ almost everywhere. Let $\tilde{\rho}_{b}=\delta_{b 0} \rho_{0}$ and $K_{b b},(k)=\delta_{b b} \cdot \rho_{0}^{2} \tilde{h}(k-b)$. Under these assumptions Prop. 6 becomes a particular case of Prop. 5.

Example: A harmonic crystal is described by the dynamical matrix $N(k)$. The wavevector $k$ belongs to the Brillouin zone $B$. The inverse matrix is denoted $X(k)$. It is positive definite almost everywhere. The matrix elements $X_{\alpha \alpha^{\prime}}(k)$ are integrable.

Denote
$W_{\alpha \alpha^{\prime}}(p)=k T V(\boldsymbol{B})^{-1} \int_{B} d k e^{i k A p} X_{\alpha \alpha^{\prime}}(k)$.

Let

$$
\tilde{\rho}_{b}=V\left(\Lambda_{0}\right)^{-1} \exp \left(-\frac{1}{2} \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(0) b_{\alpha} b_{\alpha^{\prime}}\right)
$$

and

$$
\begin{aligned}
K_{b b} \cdot(k)= & V\left(\Lambda_{0}\right)^{-1} \\
& \times \exp \left(-\frac{1}{2} \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(0)\left[(b+k)_{\alpha}\right.\right. \\
& \left.\left.\times(b+k)_{\alpha^{\prime}}\left(b^{\prime}+k\right)_{\alpha}\left(b^{\prime}+k\right)_{\alpha}\right)\right] \\
& \times \sum_{p \neq 0} e^{-i k A p}\left[\exp \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(p)(k+b)_{\alpha}\left(k+b^{\prime}\right)_{\alpha^{\prime}}\right.
\end{aligned}
$$

It is shown in the Appendix that $\tilde{\rho}_{b^{\prime}-b}+K_{b b^{\prime}}(k)$ is positivedefinite. In the approximation that multi-phonon processes of order $n$ larger than a given number $n_{0}$ are neglected one can show that the conditions of Prop. 6 are satisfied.
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## APPENDIX

Let $W_{\alpha \alpha^{\prime}}(p), \tilde{\rho}_{b}$, and $K_{b b} \cdot(k)$ be as in the example of Sec. 5. We show that the matrix $K_{b b^{\prime}}(k)+\tilde{\rho}_{b^{\prime}-b}$ is positive definite and that a uniform bound $M$ exists such that
$\int_{B} d k\left|K_{b b} \cdot(k)\right| \leqslant M$.
The expression

$$
\begin{aligned}
H_{b b^{\prime}}(k) & =V(B)^{-1} \sum_{p} e^{-i k A P} \\
& \times\left\{\exp \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(p)(k+b)_{\alpha}\left(k+b^{\prime}\right)_{\alpha^{\prime}}-1\right\}
\end{aligned}
$$

is expanded in a Taylor series. One obtains

$$
\begin{aligned}
H_{b b^{\prime}}(k) & =V(B)^{-1} \sum_{p} e^{-i k A p} \sum_{n=1}^{\infty}(1 / n!) \\
& \times\left(\sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(p)(k+b)_{\alpha}\left(k+b^{\prime}\right)_{\alpha^{\prime}}\right)^{n} .
\end{aligned}
$$

Using the defining relation

$$
W_{\alpha \alpha^{\prime}}(p)=k T V(B)^{-1} \int_{B} d k e^{i k A p} \boldsymbol{X}_{\alpha \alpha^{\prime}}(k)
$$

one obtains

$$
\begin{aligned}
H_{b b},(k) & =\sum_{n=1}^{\infty}(1 / n /!)(k T)^{n} V(B)^{-1-n} \\
& \times \int_{B} d k_{1} \cdots \int_{B} d k_{n} \\
& \times\left(\sum_{p} e^{-i k A} e^{i k_{1} A p} \ldots e^{i k_{n} n}\right) \\
& \times Y_{b b} \cdot\left(k_{1}\right) \cdots Y_{b b} \cdot\left(k_{n}\right)
\end{aligned}
$$

with

$$
Y_{b b^{\prime}}\left(k_{i}\right)=\sum_{\alpha \alpha^{\prime}} X_{\alpha \alpha^{\prime}}\left(k_{i}\right)(k+b)_{\alpha}\left(k+b^{\prime}\right)_{\alpha^{\prime}} .
$$

Hence

$$
\begin{aligned}
H_{b b}(k) & =\sum_{n=1}^{\infty}(1 / n!)(k T)^{n} V(B)^{-n} \\
& \times \int_{B} d k_{2} \cdots \int_{B} d k_{n}
\end{aligned}
$$

$$
\times Y_{b b^{\prime}}\left(k_{2}\right) \cdots Y_{b b^{\prime}}\left(k_{n}\right) Y_{b b^{\prime}}\left(k-\sum_{i=2}^{n} k_{i}\right)
$$

The terms in the foregoing expression can be interpreted as coming from $n$-phonon processes. It follows by use of Schur's theorem that each of the contributions is a positive definite matrix. From the relation

$$
\begin{aligned}
K_{b b^{\prime}}(k)+\tilde{\rho}_{b^{\prime}-b}= & (2 \pi)^{3} V\left(\Lambda_{0}\right)^{-2} \\
& \times \exp \left(-\frac{1}{2} \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(0)(b+k)_{\alpha}(b+k)_{\alpha^{\prime}}\right) \\
& \times \exp \left(-\frac{1}{2} \sum_{\alpha \alpha^{\prime}} W_{\alpha \alpha^{\prime}}(0)\left(b^{\prime}+k\right)_{\alpha^{\prime}}\left(b^{\prime}+k\right)_{\alpha^{\prime}}\right) \\
& \times\left(H_{b b} \cdot(k)+V(B)^{-1}\right)
\end{aligned}
$$

now follows the required positivity condition.

Let us now make the approximation that the series in the expression for $H_{b b}$. $k$ ) is terminated after a finite number of terms. From Fubini's theorem then follows that $H_{b b}(k)$ is an integrable function on $B$. It is then straightforward to show that the conditions of Prop. 6 are fulfilled.
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#### Abstract

An associative algebra of differential forms with division has been constructed. The algebra of forms in each different space provides a practical realization of the universal Clifford algebra of that space. A classification of all such algebras is given in terms of two distinct types of algebras $N_{k}$ and $S_{k}$. The former include the dihedral, quaternion, and Majorana algebras; the latter include the complex, spinor, and Dirac algebras. The associative product expresses Hodge duality as multiplication by a basis element. This makes possible the realization of higher order algebras in a calculationally useful algebraic setting. The fact that the associative algebras, as well as the enveloped Lie algebras, are precisely those arising in physics suggests that this formalism may be a convenient setting for the formulation of basic physical laws.


PACS numbers: 02.10.Tq

## 1. INTRODUCTION

The search for an appropriate algebraic setting for the description of physical laws has been a central problem of mathematical physics. Clifford, following Hamilton's success with the quaternions $H$, generalized them to any dimension in the universal Clifford algebras. ${ }^{1}$ As an example of their applicability, he gave a specific realization of one of these algebras, the biquaternions $\mathbb{H} \oplus H$, and proceeded to apply them to specific problems. ${ }^{2}$ His untimely death prevented him from fully realizing this end, and the biquaternions were not used again to any extent.

Physicists developed the Spinor, ${ }^{3}$ Majorana, ${ }^{4}$ and Dirac ${ }^{5}$ algebras as defined by specific matrix representations but only later Hestenes ${ }^{6}$ gave a realization of the Spinor algebra that was consistent with Clifford's original conception. More recently, there have been some attempts to apply larger Clifford algebras to physics. ${ }^{7-10}$

A classification of universal Clifford algebras was given by Atiyah, Bott, and Shapiro, ${ }^{14}$ without however providing a specific representation in each case which could be used for algebraic manipulations.

This paper gives precisely such a practical algebraic setting by using as a basis the differential forms of each space. In doing this, the larger algebras in the classification ${ }^{11}$ are realized exactly, and turn out to include those associative algebras that traditionally appear in physics. In addition, the unfamiliar algebras may be useful in constructing physical models that exhibit symmetry in an intrinsic manner. ${ }^{12}$

The universal Clifford algebra is defined by the multiplication of vectors $a$ and $b$ whose components are expanded on a basis $\sigma^{i}$ as $a=\Sigma a^{i} \sigma^{i}$ and $b=\Sigma b^{i} \sigma^{i}$. The product is defined with the quadratic scalar form $(a, b)=\Sigma g^{i j} a^{i} b^{j}$, as $a b+b a=2(a, b)$, and $a^{2}=(a, a)$. Here, $g$ is the metric $g^{i j}$ $=\left(\sigma^{i}, \sigma^{\jmath}\right)$.

In contrast to this, our approach is to provide an explicit realization of the associative product (directly), which is here defined as the "vee" product $a v b .{ }^{13,14}$ This is given in terms of the exterior product $a \wedge b$ and the scalar product $(a, b)$, and satisfies $a \mathrm{v} b+b \vee a=2(a, b)$ as a condition (and
not as a definition). Furthermore, we extend the vee product to all higher rank forms such as $A=\frac{1}{2} \Sigma A^{i \stackrel{B}{j} \sigma^{j}} \wedge \sigma^{j}$, etc.

We next show that the Hodge duality ${ }^{15}$ is expressible as the vee product with the volume element. This result considerably simplifies the manipulation of higher rank forms, and allows a classification of finite groups generated by the vee product among the differential forms in each space (Tables I-IV). These groups are in turn used to provide a representation and classifications of universal Clifford algebras (Table VI).

The Lie and Jordan algebras contained in each universal Clifford algebra (and therefore representable by this construction) are given in Sec. 6 (Ref. 16 and Table V). An explicit realization is described for the Lorentz-MinkowskiClifford algebra $\mathbb{N}_{4}{ }^{12,14}$ in spacetime $M^{1,3}$, by giving the commutation and anticommutation relations (16), (18), (20), and (21).

Of the several unfamiliar (to physicists) universal Clifford algebras, the smallest of these, the "dihedral Clifford algebra" in two dimensional spacetime $\mathbb{N}_{1}$, is examined. It is shown that $\mathbb{N}_{1}$ provides an example of a distinct associative algebra of the same dimension as the quarternions, which is not a division algebra. The formalism can be used to demonstrate that Clifford algebras are not in general division algebras.

The utility in actual manipulations follows from a sectional divisibility, namely the existence in each algebra of a unique inverse to each homogeneous form. One can indeed divide in the case of each antisymmetric tensor field.

In the Conclusion, the results obtained from an associative derivative are mentioned, as well as further extensions of the material presented in this paper.

## 2. ASSOCIATIVE MULTIPLICATION OF DIFFERENTIAL FORMS

Consider the $n$ differential one forms $\sigma^{\alpha}=d x^{\alpha}$, $\alpha=1, \ldots, n$ of an $n$-dimensional carrier space $M^{n}$. We can construct a set of $2^{n}$ basis $p$ forms via the Cartan exterior product $\wedge .{ }^{15}$ These are

$$
\begin{equation*}
\left\{1, \sigma^{\alpha}, \sigma^{\alpha} \wedge \sigma^{\beta}, \ldots \omega^{n}\right\}, \quad \alpha, \beta=1, \ldots, n \tag{1}
\end{equation*}
$$

Here the volume element in $n$ dimensions is labeled

$$
\begin{equation*}
\omega^{n}=\sigma^{1} \wedge \ldots \wedge \sigma^{n} \tag{2}
\end{equation*}
$$

The number of basis forms of each rank is given by a binomial coefficient. ${ }^{15}$ In the carrier space $M^{n}$, define a metric as the scalar form $g^{\alpha \beta 14}$ :

Definition:
$g^{\alpha \beta}=\left(\sigma^{\alpha}, \sigma^{\beta}\right)$.
The carrier space can be characterized by this metric (which we assume for the purposes of this paper to be diagonal and nondegenerate) as $M^{p, q}$ when

$$
\begin{equation*}
g^{\alpha \alpha}=(+1,+1, \ldots,-1,-1, \cdots)=g(p, q) \tag{4}
\end{equation*}
$$

$p$ plus signs, $q$ minus signs, and $p+q=n$.
We define a multiplication $v$ between a basis $r$ form and a basis ( $s-r$ ) form as the sum of permutations of basis forms in Eq. (1):

## Definition:

$$
\begin{align*}
&\left(\sigma^{\lambda_{1}} \wedge \ldots \wedge \sigma^{\lambda_{r}}\right) \mathbf{v}\left(\sigma^{\lambda_{r}+1} \wedge \ldots \wedge \sigma^{\lambda_{s}}\right) \\
&= \frac{1}{r!(s-r)!} \sum_{\pi_{r}} \sum_{\pi_{-}} \sum_{\pi_{,}} \sum_{k=0}^{s}(-1)^{\pi_{r}}(-1)^{\pi_{\wedge}}(-1)^{\pi_{s}} \\
& \times g^{\lambda_{1} \lambda_{2}} \ldots g^{\lambda_{2 k}}{ }^{\lambda_{2 k}} \sigma^{\lambda_{2 k}+1} \wedge \ldots \wedge \sigma^{\lambda_{1}} . \tag{5}
\end{align*}
$$

Here $(-1)^{\pi r}$ is the sign of the permutation

$$
\left(\begin{array}{cc}
1 & 2 \ldots r  \tag{6}\\
\lambda_{1} & \lambda_{2} \ldots \lambda_{r}
\end{array}\right)
$$

It is easy to show that Eq. (5) defines an associative product (this can be shown in general, and verified directly for simple cases; see Ref. 13).

The vee product in Eq. (5) can be used to define an associative product between antisymmetric tensor fields. These are real-component fields expanded on the differential form basis (1). For example, the vector fields $a$ and $b$ are described as

$$
a=\sum_{\lambda_{1}=1}^{n} a^{\lambda_{1}} \sigma^{\lambda_{1}} \text { and } b=\sum_{\lambda_{2}=1}^{n} b^{\lambda_{2}} \sigma^{\lambda_{2}}
$$

The vee product between them is

$$
\begin{align*}
a \mathrm{v} b & =\sum_{\lambda_{1}, \lambda_{2}=1}^{n} a^{\lambda_{1}} b^{\lambda_{2}} \sigma^{\lambda_{1}} \mathrm{v} \sigma^{\lambda_{2}} \\
& =\sum_{\lambda_{1}, \lambda_{2}=1}^{n} a^{\lambda_{1}} b^{\lambda_{2}}\left(g^{\lambda_{2} \lambda_{2}}+\sigma^{\lambda_{1}} \wedge \sigma^{\lambda_{2}}\right) \\
& =(a, b)+a \wedge b . \tag{7}
\end{align*}
$$

This simple case of vee multiplication of vectors serves to illustrate the fact that we can multiply any rank antisymmetric tensor fields in the associative vee multiplication. The actual manipulations of vectors in three dimensions are presented in Ref. 13, and are a generalization and extension of the usual vector algebra. The product of higher rank tensor fields contains as special cases the tensor, matrix, and exterior products. Manipulations of fields in Minkowski spacetime are described in Refs. 12 and 14.

In this paper, we omit the machinery for the algebraic manipulations of tensor fields, and concentrate instead on the intrinsic algebraic structure. (See however examples of
inverses of tensor fields in Sec. 7.) It will be shown that this "associative algebra of forms" provides a realization of the universal Clifford algebra in each carrier space $M^{p, q}$. For discussions on Clifford algebras, see Refs. 6 to 19, inclusive.

## 3. DUALITY AND THE GROUP STRUCTURE

One of the most useful properties of the vee product is that the duality of Hodge $^{20}$ can be expressed algebraically. This leads to an ease of manipulations which makes this formalism useful for calculations.

Theorem: The dual of any form is the vee product of that form with the volume elements

$$
\begin{equation*}
\underset{r}{*} f^{(p)}= \pm \omega^{r} v f^{(p)} \tag{8}
\end{equation*}
$$

Here, $f^{(p)}$ is a $p$ form and ${ }^{*}$ the duality in $r$ dimensions $(r \leqslant n)$. The sign depends on $p, r$, the dimension $n$, and the signature $t$ of the metric. The expression (8) can be used to express the embedding of duality in different dimensions as follows:

$$
\begin{equation*}
\underset{r}{*} f=(\underset{r-1}{*} f) v \sigma^{r} \tag{9}
\end{equation*}
$$

In practice, we can label the higher rank forms by their duals. Then, the identities (8) and (9) allow their manipulation in a simple algebraic manner. For example, in three dimensions we can label the twoforms as the duals of one forms:

$$
\begin{equation*}
\underset{3}{*} \sigma^{1}=\sigma^{2} \wedge \sigma^{3}, \underset{3}{*} \sigma^{2}=\sigma^{3} \wedge \sigma^{1}, \underset{3}{*} \sigma^{3}=\sigma^{1} \wedge \sigma^{2} \tag{10}
\end{equation*}
$$

The vee product is defined in Eqs. (4) and (6) with arbitrary indices, because the product between two elements of each algebra (which are antisymmetric tensor fields) involves the summation over these indices [see Eq. (7)]. For specific indices, however, the product of two basis forms of any rank will be a single basis form of some other rank. Hence, the vee multiplication associates a unique form in Eq. (2) to each pair of forms in Eq. (1). This property defines a finite group under the vee multiplication. In the following section, these groups are identified, and make possible a classification of each universal Clifford algebra in terms of its underlying group structure.

Using the identification (10), we can give the multiplication (Table I) of all basis forms in three dimensions. These define a group of forms $G^{0,3}$ under the vee multiplication.

We display only the positive forms in the table. The finite group includes the negatives of these forms as well,

TABLE I. The vee product between all basis forms in three dimensions.

| $v$ | $\sigma^{\prime}$ | $\sigma^{2}$ | $\sigma^{3}$ | $* \sigma^{1}$ | $* \sigma^{2}$ | $* \sigma^{2}$ | $\omega^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{\prime}$ | -1 | $* \sigma^{3}$ | $-* \sigma^{2}$ | $\omega^{3}$ | $\sigma^{3}$ | $-\sigma^{2}$ | $-* \sigma^{\prime}$ |
| $\sigma^{2}$ | $-* \sigma^{3}$ | $-1$ | $* \sigma^{1}$ | $-\sigma^{3}$ | $\omega^{3}$ | $\sigma^{\prime}$ | $-* \sigma^{2}$ |
| $\sigma^{3}$ | $* \sigma^{2}$ | $-* \sigma^{\prime}$ | -1 | $\sigma^{2}$ | $-\sigma^{1}$ | $\omega^{3}$ | $-* \sigma^{3}$ |
| $* \sigma^{\prime}$ | $\omega^{3}$ | $\sigma^{3}$ | $-o^{2}$ | -1 | * $\sigma^{3}$ | $-* \sigma^{2}$ | $-\sigma^{\prime}$ |
| $* \sigma^{2}$ | $-\sigma^{3}$ | $\omega^{3}$ | $\sigma^{1}$ | - * $\sigma^{3}$ | -1 | * ${ }^{1}$ | $-\sigma^{2}$ |
| $* \sigma^{*}$ | $\sigma^{2}$ | $-\sigma^{\prime}$ | $\omega^{3}$ | $* \sigma^{2}$ | $-* \sigma^{\prime}$ | -1 | $-\sigma^{\prime}$ |
| $\omega^{3}$ | $-* \sigma^{\prime}$ | $-* \sigma^{2}$ | -* $\sigma^{3}$ | $-\sigma^{1}$ | $-\sigma^{2}$ | $-\sigma^{3}$ | 1 |

TABLE II. Classification of all spaces $M^{p, q}$ by their dimension $n=p+q$, and their metric signature ( $p, q$ ).

| $n=0$ |  | $(0,0)$ |  |  |  |  | $(0,3)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=1$ |  |  | $(1,0)$ |  | $(0,1)$ |  |  |  |
| $n=2$ |  | $(2,0)$ |  | $(1,1)$ |  | $(0,2)$ |  |  |
| $n=3$ | $(3,0)$ |  | $(2,1)$ |  | $(1,2)$ |  |  |  |
| $n=4$ (4,0) |  | $(3,1)$ |  | $(2,2)$ |  | $(1,3)$ |  | $(0,4)$ |
| ! |  |  |  | : |  |  |  |  |

which is but a trivial extension of Table I. This specific example has the Euclidean metric $g^{i i}=(-1,-1,-1)$. Note that even though the overall minus sign is usually a trivial convention, the related Clifford algebra is distinct. ${ }^{11}$ Specifically, the Clifford algebra for $g^{i i}=(-1,-1,-1)$ is $\mathbb{H} \oplus \mathbb{H}$, Clifford's biquaternions, while the corresponding Clifford algebra for $g^{i i}=(+1,+1,+1)$ is S , the Pauli spinor algebra (see Table VI).

To analyze the group structure, we evaluate the order of each element in the group in the context of the vee product.

An element $\sigma$ of the group is of order two, if $\sigma \vee \sigma=(\sigma)^{2}=1$, and an element is of order four, if $\sigma \mathrm{v} \sigma=(\sigma)^{2}=-1$, i.e., $(\sigma)^{4}=1$. The unit 1 is of order one. The order of the group is given by the order of the elements; when there are $k$ elements of order 2 and $m$ elements of order 4 , this is denoted as $(1, k, m)$. The order of the group is just $1+k+m$. From Table I, it is easy to see that the group of forms $G^{0,3}$ is of order $(1,3,12)$, and is therefore isomorphic to the group of Biquaternions of Clifford $B=Q_{4} \otimes Z_{2}$. We have used the fact that small finite nonabelian groups are isomorphic if the group order is the same. (This is however not the case for arbitrarily large groups. ${ }^{21}$ In general, one has to identify the subgroup structure in detail.)

Following this example, it is easy to see that every set of basis forms (1) defines a finite group under the vee multiplication. These groups are labeled by the signature of the metric of the carrier space; in general, a set of one forms satisfying the metric (4) will in this manner give rise to a group of forms $G^{p, q}$.

The collection of all such groups is now examined, and in each case the isomorphism to a known finite group is given whenever possible.

## 4. CLASSIFICATION OF A CLASS OF FINITE GROUPS

To each space $M^{p . q}$ of dimension $n=p+q$ and metric signature ( $p, q$ ) [see Eq. (4)] there corresponds a finite group
of dimension $2^{n+1}$ labeled $G^{p, q}$. We can classify all such groups by displaying them in a triangular array, where the position ( $p, q$ ) corresponds to the space $M^{p, q}$ with metric (4) (Table II).

Our procedure following this is to explicitly calculate the order $(1, k, m)$ of each of these groups, and use this as the basis for studying their structure.

It is straightforward to evaluate the order of each element of a given group, using the vee multiplication. One uses the fact that the total number of basis forms of a particular rank is given by a binomial coefficient. ${ }^{15}$ (Details of these calculations are omitted from this paper.)

Since the square of any basis form in the vee multiplication is either +1 or -1 , then no element of the group has order higher than 4 . The order of the group can therefore always be denoted by $(1, k, m)$.

This procedure reveals isomorphisms of these groups among themselves, which include the known identities $G^{p, q}$ $=G^{q+1, p-1}, G^{p, q+4} \otimes G^{0}=G^{p, q} \otimes G^{0,4}$, as well as the periodicity of Bott $G^{p, q+8} \otimes G^{0}=G^{p, q} \otimes G^{0,8} .{ }^{11}$ Other relations between the groups appear new.

All these identities can be succinctly and usefully displayed by identifying the nonisomorphic finite groups as the members of two series of groups $N_{k}$ and $S_{k}, k=0,1,2, \ldots$ The groups $G^{p, q}$ can then be listed in terms of the $N_{k}$ and $S_{k}$ notation in a manner that explicitly shows the above isomorphisms. In Table III, we have listed the finite groups up to order 512. The correspondence of the two notations employed for the groups is given by comparing an entry of Table II to the corresponding entry of Table III. For example, the group $G^{3,0}$ from the entry $(3,0)$ of Table II is the group lebeled $S_{1}$ in Table III. The usefulness of this labeling will be apparent when we specify the isomorphisms of these groups with the commonly known finite groups.

The matter of identifying the groups $N_{k}$ and $S_{k}$ with known finite groups is a straightforward one, and employs simple group-theoretical techniques. ${ }^{21}$ An example was given previously in the case of $G^{0.3}=N_{2} \otimes N_{0}=Q_{4} \otimes Z_{2}$. Here we merely list the results in Table IV, along with some useful identities. The notation employed is the following:
$Z_{n}$ are the cyclic groups of order $n . D_{n}$ are the dihedral groups. $Z_{4}$ is also the complex group. $Z_{2} \otimes Z_{2}$ is the GaussKlein veergruppe, which is isomorphic to $D_{2} . Q_{4}$ is the quaternion group of Hamilton. $S=Z_{4} \otimes Z_{2} \otimes Z_{2}$ is the spinor group, which was first discovered by Hamilton as the "complex quaternions." The group $M$ is the group of all possible

TABLE III. Classification of finite groups corresponding to the spaces $M^{p, q}$.


TABLE IV. Isomorphisms with known finite groups.

|  |  | Order | Elements |
| :--- | :--- | ---: | :--- |
| $n$ |  | 2 | $(1,1,0)$ |
| 0 | $N_{0}=Z_{2}$ | 4 | $(1,3,0)$ |
| 1 | $N_{0} \otimes N_{0}=Z_{2} \otimes Z_{2}=D_{2}$ | 4 | $(1,1,2)$ |
|  | $S_{0}=Z_{4}$ | 8 | $(1,5,2)$ |
| 2 | $N_{1}=D_{4}$ | 8 | $(1,1,6)$ |
|  | $N_{2}=Q_{4}$ | 16 | $(1,7,8)$ |
| 3 | $S_{1}=Z_{4} \otimes\left(Z_{2}\right)^{2}$ | 16 | $(1,11,4)$ |
|  | $N_{1} \otimes N_{0}=D_{4} \otimes Z_{2}$ | 16 | $(1,3,12)$ |
|  | $N_{2} \otimes N_{0}=Q_{4} \otimes Z_{2}=B$ | 32 | $(1,19,12)$ |
| 4 | $N_{3}=M$ | 32 | $(1,11,20)$ |
|  | $N_{4}$ | 64 | $(1,31,32)$ |
| 5 | $S_{2}=Z_{4} \otimes\left(Z_{2}\right)^{4}=\mathscr{O}$ | 64 | $(1,23,40)$ |
|  | $N_{4} \otimes N_{0}=N_{1} \otimes N_{2}$ | 64 | $(1,39,24)$ |
|  | $N_{3} \otimes N_{0}=N_{1} \otimes N_{1}=N_{2} \otimes N_{2}$ | 128 | $(1,55,72)$ |
| 6 | $N_{5}$ | 128 | $(1,71,56)$ |
|  | $N_{6}$ | 256 | $(1,127,128)$ |
| 7 | $S_{3}=Z_{4} \otimes\left(Z_{2}\right)^{6}=\mathscr{D} \otimes Z_{4}$ | 256 | $(1,111,144)$ |
|  | $N_{5} \otimes N_{0}=N_{3} \otimes N_{2}=N_{4} \otimes N_{1}$ | 256 | $(1,143,112)$ |
|  | $N_{6} \otimes N_{0}=N_{3} \otimes N_{1}=N_{4} \otimes N_{2}$ | 256 |  |
| 8 | $N_{7}$ | 512 | $(1,271,240)$ |
|  | $N_{8}$ | 512 | $(1,239,272)$ |

combinations of the $4 \times 4$ real Majorana matrices, ${ }^{4}$ which define a group of order 32 . The 16 familiar combinations of the real gamma matrices along with their negatives are a representation of $M .^{22}$ In distinction, the Dirac group $\mathscr{D}$ defined by the $4 \times 4$ complex Dirac matrices is of order 64 , since one has to include the complex elements separately. We note that Dirac's original matrices do not define $\mathscr{D}$, since he added the metric of the quadratic form $(1,3)$ by hand. ${ }^{5}$

The relationship between the Majorana and Dirac groups can be understood as a "complexification" in the context of the vee multiplication. i.e., $\mathscr{D}=\boldsymbol{M} \oplus i M$. This is the reason why $M$ is one half as large as $\mathscr{D}$. The complex unit $i$ corresponds in this case to the five-dimensional volume element $\omega^{5}$, which commutes with all elements of $\mathscr{D}$ (and $M$ ) and has square $\omega^{5} v \omega^{5}=-1$. This follows as a special case of some general theorems, which are given in the following section (see also Ref. 14).

The groups $N_{k}$ are seen to be the building blocks of the classification. They are the groups arising from defining the vee structure on the differential forms of an even dimensional space. The first four are well known as follows: $N_{0}=Z_{2}$; $N_{1}=D_{4} ; N_{2}=Q_{4} ;$ and $N_{3}=M$.

The groups $S_{k}$ appear only when the dimension of the underlying space is odd, and may be called "generalized spinor groups." They have the intrinsically complex structure $S_{k}=Z_{4} \otimes\left(Z_{2}\right)^{2 k}$. The first three are well known as $S_{0}=Z_{4} ; S_{1}=S$; and $S_{2}=\mathscr{D}$.

The series $N_{k}$ and $S_{k}$ contain many of the finite groups that have traditionally appeared in physics. This is an indication of the intrinsic physical interest of this classification. The group structure in turn determines the algebraic structure, which will be in Sec. 7. In the following section we give a few useful theorems on the group structure.

Remark: The labeling of the groups $S_{k}$ as generalized spinor groups reflects the historical development of general-

1zing the complex numbers to the spinor algebra, ${ }^{3}$ then subsequently generalizing the spinor algebra to the Dirac algebra. ${ }^{5}$

## 5. THE GROUPS AS CENTRAL EXTENSIONS OF CYCLIC GROUPS

It is instructive to give two theorems first derived by Clifford' ${ }^{1}$ on properties of the volume element $\omega^{n}$ in each universal Clifford algebra. These can then be applied to evaluate the center of each group of forms.

Theorem: The volume element $\omega^{n}$ commutes with all elements $\sigma$ of $G^{n}$ for $n=$ odd, and anticommutes for $n=$ even:

$$
\begin{equation*}
\omega^{n} \mathrm{v} \sigma=(-1)^{n+1} \sigma \mathrm{v} \omega^{n} \tag{11}
\end{equation*}
$$

(This theorem is particularly useful in practical manipulations. ${ }^{12,13}$ )

Theorem: The square of the volume element in the vee multiplication is

$$
\begin{equation*}
\left(\omega^{n}\right)^{2}=\omega^{n} \mathrm{v} \omega^{n}=(-1)^{n(n-1) / 2} \operatorname{det} g= \pm 1 \tag{12}
\end{equation*}
$$

The proofs are direct; ${ }^{1.16,19} g$ is the metric tensor (4).
These two theorems can now be used to give the center of $G^{n}$.

Theorem: The center of the group of forms $G^{n}$ is isomorphic to the finite group $Z_{2}$, when $n=$ even; $Z_{4}$, when $n=$ odd and $\left(\omega^{n}\right)^{2}=-1$; or $Z_{2} \otimes Z_{2}=D_{2}$, when $n=$ odd and $\left(\omega^{n}\right)^{2}=+1$.

The proof is as follows: We see that the center of each group of forms is generated by the elements $\{1,-1\}$ for $n=$ even and $\left\{1,-1, \omega^{n},-\omega^{n}\right\}$ for $n=$ odd (see also Ref. 16). These sets define finite groups which are isomorphic to $Z_{2}, Z_{4}$, or $Z_{2} \otimes Z_{2}$, by using Eq. (12). This theorem in turn leads to a key result in the group structure.

Theorem: The factor group $G$ modulo, the center of $G$, is the Abelian group $\left(Z_{2}\right)^{n}=Z_{2} \otimes \ldots \otimes Z_{2}$ ( $n$ times). The different cases are
$n=$ even: $\quad G^{n} / Z_{2}=\left(Z_{2}\right)^{n}$,
$n=$ odd: $\quad\left(\omega^{n}\right)^{2}=-1, \quad G^{n} / Z_{4}=\left(Z_{2}\right)^{n-1}$,
$n=$ odd: $\quad\left(\omega^{n}\right)^{2}=1, \quad G^{n} / Z_{2} \otimes Z_{2}=\left(Z_{2}\right)^{n-1}$.
This theorem, presented here without proof (although it is very easy to check for the first few cases), can be rewritten as a corollary. ${ }^{23}$

Corollary: The groups of forms $G$ are the central extensions of $Z_{2}, Z_{4}$, and $Z_{2} \otimes Z_{2}$ by the Abelian group $\left(Z_{2}\right)^{n}$. (15)

It seems, therefore, that those groups appearing in this classification scheme, which includes many of the groups used in physics, fall into a rather special class of finite groups having the above property.

## 6. REPRESENTATION OF A CLASS OF LIE AND JORDAN ALGEBRAS

The groups of forms $G^{n}$ can be used to represent certain Lie and Jordan algebras, by using a bracket operation defined with the vee product. We define commutators and anticommutators as follows:

## Definitions:

$$
\begin{align*}
& {\left[\sigma^{\alpha}, \sigma^{\beta}\right]=\sigma^{\alpha} \mathrm{v} \sigma^{\beta}-\sigma^{\beta} \mathrm{v} \sigma^{\alpha}}  \tag{16a}\\
& \left\{\sigma^{\alpha}, \sigma^{\beta}\right\}=\sigma^{\alpha} \mathrm{v} \sigma^{\beta}+\sigma^{\beta} \mathrm{v} \sigma^{\alpha} \tag{16b}
\end{align*}
$$

The set of forms (1) with either of these bracket products is closed, and is isomorphic to some Lie or Jordan algebra, respectively. It is a straightforward matter to evaluate the specific Lie and Jordan algebras, so the details are omitted. The first few cases are known, and the larger examples can at least be verified by evaluating the dimension.

The Lie algebras obtained in this manner are given in the compact case of each manifold $M^{n}$ by the following theorem:

Theorem: The Lie algebra corresponding to the commutator vee structure on the space $M^{n}$ is

$$
\begin{align*}
& \operatorname{SL}\left(2^{n / 2} ; \mathbb{R}\right), \text { for } n=\text { even } \\
& \operatorname{SL}\left(2^{(n-1) / 2} ; \mathbb{C}\right), \quad \text { for } n=\mathrm{odd} \tag{17}
\end{align*}
$$

What is of interest is the ability to use the explicit representation provided by the vee product between all the differential forms in order to evaluate the Killing-Cartan metric form contained in each Lie algebra. This is obtained by identifying the orthogonal group $\mathrm{SO}(r, s)$ which is covered by each Lie group in Eq. (17). This is also rather straightforward once the representation is known. For example, the Lo-rentz-Minkowski-Clifford group $N_{4}$ in spacetime $M^{1,3}$ contains the orthogonal conformal group $\mathrm{SO}(1,5)$.

In Table V, we classify the orthogonal Lie groups $\mathrm{SO}(r, s)$ contained in each group of forms by giving the Kill-ing-Cartan form ( $r, s$ ). We note that the table contains the rotation, Lorentz, and conformal Lie groups.

It is to be emphasized that the commutator of the group of forms gives a specific representation of the particular Lie group. This representation is precisely the fundamental representation, which can be verified by computing the Car-tan-Casimir invariant.

For example, the realization of the $\mathrm{SO}(3)$ subgroup by the three generators $J^{12}, J^{23}, J^{13}$ given below satisfies $j(j+1)=-\left(J^{12}\right)^{2}-\left(J^{23}\right)^{2}-\left(J^{13}\right)^{2}=3 / 4$, and is therefore a spin one half representation. Similarly, the Lorentz group $\mathrm{SO}(1,3)$ is realized by six generators in a $(j, j)=\left(\frac{1}{2}, \frac{1}{2}\right)$ representation. This feature is indicative of the very specific nature of this algebraic scheme. The consequences of this particular characteristic to physics will be examined separately.

As a specific example, we describe the Lie algebra generated from the Lorentz-Minkowski spacetime $M^{1,3}$ (see Ref. 12). The relevant group of forms is $G^{1,3}=N_{4}$ of order

TABLE V. Killing-Cartan form of Lie groups $\operatorname{SO}(r, s)$ realized by each group of forms $G^{\text {p.4. }}$.

| $\begin{aligned} & n=0 \text { (Abelian) } \\ & 1 \text { (Abelian) } \end{aligned}$ | $\mathrm{SO}(1)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $(2,0)$ |  | $(0,2)$ |  |  |  |
| 2 |  | $(2,1)$ |  | $(1,2)$ |  | $(0,3)$ |  |  |
| 3 |  | $(3,1)$ | $(2,2)$ |  | $(1,3)$ |  | $(0,4)$ |  |
| 4 | $(5,1)$ | $(3,3)$ |  | $(3,3)$ |  | $(1,5)$ |  | $(1,5)$ |
| ; |  |  |  | $\vdots$ |  |  |  |  |

32. We can label the 15 nonscalar basis forms in a $6 \times 6$ antisymmetric array, utilizing the duality in both three and four dimensions in the labeling [see Eq. (10)], as well as the volume elements (2):
$J^{\alpha \beta}=\frac{1}{2}\left(\begin{array}{cccccc}0 & \stackrel{*}{3} \sigma^{3} & -3 \sigma^{2} & \sigma^{1} \wedge \sigma^{4} & \stackrel{*}{4} \sigma^{1} & \sigma^{1} \\ & 0 & 3 \sigma^{1} & \sigma^{2} \wedge \sigma^{4} & \stackrel{*}{*} \sigma^{2} & \sigma^{2} \\ & & 0 & \sigma^{3} \wedge \sigma^{4} & \stackrel{*}{4} \sigma^{3} & \sigma^{3} \\ & & & 0 & \omega^{3} & \sigma^{4} \\ & & & & 0 & -\omega^{4} \\ & & & & & 0\end{array}\right)$.
The indices $\alpha, \beta$ run from $1, \ldots, 6$. The Killing-Cartan form in this case is easily verified from the techniques of Sec . 2 to be

$$
\begin{equation*}
\bar{g}_{a \alpha}=(-1,-1,-1,+1,-1,-1) \tag{19}
\end{equation*}
$$

The commutation relations are given in canonical form as

$$
\begin{equation*}
\left[J^{\alpha \beta}, J^{\gamma \delta}\right]=\bar{g}^{\beta \gamma} J^{\alpha \delta}-\bar{g}^{\beta \delta} J^{\alpha \gamma}-\bar{g}^{\alpha \gamma} J^{\beta \delta}+\bar{g}^{\alpha \delta} J^{\beta \gamma} \tag{20}
\end{equation*}
$$

Even though it is known that the Clifford bivectors of the space $M^{1,3}$ (which are here represented by the basis forms labeled $J^{\alpha \beta}$ with $\alpha, \beta=1,2,3,4$ ) provide a representation of the Lorentz group $\operatorname{SO}(1,3) ;{ }^{24}$ the construction here presented gives a representation of the much larger conformal group $\mathrm{SO}(1,5)$.

Furthermore, the identification of each orthogonal Lie algebra of Table $V$ as the one maximally contained in the universal Clifford algebra of the corresponding space $M$ provides a set of examples to the Poincare-Birkhoff-Witt theorem. ${ }^{25}$ This important theorem endows each Lie algebra with a unique universal associative enveloping algebra. Representations of these algebras are not known in general, but we can provide the universal associative enveloping algebra for each of the entries of Table V. The fact that these orthogonal groups include those that are of physical importance makes this restricted result of some interest to physical applications.

In a similar vein to the preceeding analysis of the Lie algebraic structure induced by defining the commutator product (16a), we can analyze the Jordan structure ${ }^{26}$ induced by the anticommutator product ( 16 b ). As in the preceeding case, we give as an example the anticommunication relations of the 15 nonscalar bases (18) corresponding to the space $M^{1,3}$. The Killing-Cartan form $\bar{g}^{\alpha \beta}[\mathrm{Eq}. \mathrm{(19)]} \mathrm{is} \mathrm{the} \mathrm{same} \mathrm{as}$ in the commutation relations (20):

$$
\begin{equation*}
\left\{J^{\alpha \beta}, J^{\gamma \delta}\right\}=\frac{1}{2} \bar{g}^{\alpha \delta} \vec{g}^{\beta \gamma}-\frac{1}{2} \bar{g}^{\alpha \gamma} \bar{g}^{\beta \delta}-\epsilon^{\alpha \beta \gamma \delta \epsilon \zeta} J \epsilon_{5} \tag{21}
\end{equation*}
$$

Here $\epsilon^{\alpha \beta \gamma \delta \epsilon \xi}$ is the entirely antisymmetric symbol of Levi-Civita in six indices, and $\epsilon^{123456}=1$.

The anticommutation relations for the basis forms labeled $J^{\alpha 6}, \alpha=1,2,3,4$ are trivially known, since they define the Jordan algebra as

$$
\begin{equation*}
\left\{\sigma^{\prime}, \sigma^{\prime v}\right\}=2 g^{\mu v} \tag{22}
\end{equation*}
$$

TABLE VI. Classification of universal Clifford algebras.

[Here $g^{\mu u}$ is the Lorentz-Poincare metric ( $-1,-1,-1,+1$ ) and not Eq. (19).] The inclusion of the other 11 basis forms in the expression (21), however, enlarges the anticommutation structure, and displays an interesting "skew" character.

Since Eq. (22) is also the defining relation of the Clifford algebra by the extension theorem, ${ }^{11,18,19}$ the Atiyah-BottShapiro construction ${ }^{11}$ gives the universal associative enveloping algebra of each Jordan algebra. This is precisely the universal Clifford algebra, and provides the analog to the Poincare-Birkhoff-Witt theorem for the case of Jordan algebras.

## 7. CLASSIFICATION OF ASSOCIATIVE ALGEBRAS

The present formalism allows an identification and classification of universal Clifford algebras in terms of their underlying group structure. This analysis places the associative algebras used in physics in this scheme, as well as providing a practical realization for use in actual applications. ${ }^{13,14}$ The first three algebras are the real numbers $\mathbb{R}$, the complex numbers C , and the quaternions $\mathbb{H}$ : In addition, it is possible to include the Spinor algebra $\$$, the Majorana algebra $M$, and the Dirac algebra $\mathbb{D}$.

Each group of forms shown in Table III defines a realization of a universal Clifford algebra which is displayed in Table VI. We have used the group terminology of Sec. 4 to label the algebras $\mathbb{N}_{k}$ and $\mathbb{S}_{k}, k=0,1,2, \ldots$, thereby singling out the nonisomorphic algebras by the notation. The isomorphisms to familiar associative algebras are the following:

$$
\begin{aligned}
& \mathbb{N}_{0}=\mathbb{R}, \quad \mathbb{N}_{2}=\mathbb{H}, \quad \mathbb{N}_{3}=\mathbb{M} ; \\
& \mathfrak{S}_{0}=\mathbb{C}, \quad \mathbb{S}_{1}=\mathbb{S}, \quad S_{2}=\mathbb{D}
\end{aligned}
$$

The remaining algebras are not well known in physics. (References 8-10 and 27 are among the few to examine these larger Clifford algebras with regard to physical applications.)

A comparison of Table VI with the classification of universal Clifford algebras given in Atiyah, Bott, and Shapiro ${ }^{11}$ will illustrate the differences resulting from this approach. The major advantage of this formalism, however, is in the relative ease with which practical manipulations can be realized. This is succinctly expressed by the following theorem, which is a key point of the construction.

Theorem: Homogeneous forms are invertible in each algebra.

Thus, any antisymmetric tensor field (which is a linear combination of basis forms of equal rank) will have a unique inverse in any given algebra of Table VI. The inverse is of course defined in terms of the vee multiplication. Again, examples from the Lorentz-Minkowski-Clifford algebra $\mathbb{N}_{4}{ }^{12.14}$ in spacetime $M^{1,3}$ are presented. For a vector field

$$
\begin{equation*}
a=\sum a^{\mu} \sigma^{\mu}, \quad \mu=1,2,3,4 \tag{24a}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left.a^{-1}=a /\right\} a_{\mu} a^{\mu} \tag{24b}
\end{equation*}
$$

For a rank two tensor field, the duality in three dimensions can be used for elegance (see Ref. 13)

$$
\begin{equation*}
F=\frac{1}{2} \sum F^{\mu v} \sigma^{\mu} \wedge \sigma^{v}=\mathbf{E} \wedge \sigma^{4}-\mathbf{3}_{\mathbf{B}}, \quad \mu, v=1,2,3,4, \tag{25a}
\end{equation*}
$$

with

$$
E^{\prime}=F^{i 4}, \text { and } B^{i}=\frac{1}{2} \sum \epsilon^{i j k} F^{j k}, \quad i, j=1,2,3
$$

Then

$$
\begin{equation*}
F^{-1}=\frac{\left(k_{1} \mathbf{E}+k_{2} \mathbf{B}\right) \wedge \sigma^{4}-\mathbf{3}^{*}\left(k_{1} \mathbf{B}-k_{2} \mathbf{E}\right)}{k_{1}^{2}+k_{2}^{2}}, \tag{25b}
\end{equation*}
$$

where $k_{1}=(E, E)-(B, B)$, and $k_{2}=2(E, B)$, with $(E, E)=\Sigma E^{i} E^{i}$.
(The constants $k_{1}, k_{2}$, and $k_{1}^{2}+k_{2}^{2}$ are recognized to be the invariants of the Lorentz and duality transformations of the electromagnetic field. This is analyzed in detail elsewhere, ${ }^{12}$ and serves to make the connection with physics.) The identity $F v F=k_{1}-k_{2} \omega$ can be used to verify the inverse of the field $F$ [Eq. (25b)].

Clearly, one must have the full framework of the construction in each particular case in order to use the algebra for practical manipulations. Details for the algebras $\mathbb{N}_{4}{ }^{12.14}$ and $\mathbb{S}^{13}$ have been given elsewhere. Note that a related but distinct description for $\$$ was given by Hestenes. ${ }^{6}$

The other algebras of Table VI may be of value in certain physical problems, and will be presented in detail in the appropriate physical context in forthcoming publications. We comment here on the appearance of the associative algebra $\mathbb{N}_{1}$, which we call the "dihedral Clifford algebra in a two-
dimensional space-time" (from the corresponding dihedral group in Table IV).

The algebra, although associative, and of the same size as the quaternions $\mathbb{H}$, does not appear to have been used in the past. A reason for this may be that $\mathbb{N}_{1}$ is neither normed, nor a division algebra. (This is easily verified directly.) We note that, in general, the associative algebras of Table VI are not division algebras, as this would violate the celebrated Hurwitz theorem. ${ }^{28}$ Thus, the inverse of a linear combination of all the basis forms (i.e., different rank tensor fields) may not exist. The only division algebras in the classification VI are the usual ones: $\mathbb{R}, \mathbb{C}$, and $\mathbb{H}$.

The algebra $\mathbb{N}_{1}$ is therefore an example of a relatively small associative algebra which is not a division algebra, yet has possible physical significance because it arises from twodimensional spacetime. Physical applications of this interesting and curious algebra will be presented separately.

## 8. CONCLUSIONS AND EXTENSIONS

This paper has illustrated how universal Clifford algebras can be generated by an associative multiplication of differential forms in a computationally useful setting. The introduction of Hodge duality, in particular, is a key tool in the algebraic manipulations. The simplicity of the reduction from the universal Clifford algebra to the Jordan and Lie algebras in each case illustrated how the topological enveloping is related to the algebraic structure via the commutator and anticommutator vee products.

It is hoped that this formalism may provide a novel and useful framework to describe both internal and external symmetries in physics. The appearance of many physically significant groups and algebras in this classification is indicative of the inherent applicability of the scheme.

For most of the results on group structure, the algebraic basis can be considered in an abstract manner. However, the identification of the differential one forms as the basis is indeed crucial, as will be demonstrated in a subsequent communication. There, an associative derivative in each space will give an expression of generalized holomorphy as well as a set of field equations. The equations in the case of LorentzMinkowski spacetime are precisely the Maxwell equations (with electric sources).
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The elements of the Racah algebra for a general compact group with time reversal symmetry are developed. As time reversal is antilinear it is not possible to treat these groups by representation theory but we may instead use Wigner's theory of corepresentations. The results we obtain often parallel those for linear groups but there are some important divergences. We illustrate these with the grey double point groups.

PACS numbers: $02.20 .+\mathrm{b}, 03.65 . \mathrm{Fd}$

## 1. INTRODUCTION

Over the years an extensive range of mathematical tools generally subsumed under the heading of "Racah algebra" has been developed to handle the problem of many electrons moving in a spherically symmetric potential. ${ }^{1-4}$ These methods may be interpreted group theoretically as follows: (a) The set of vectors $\{|j m\rangle:-j \leqslant m \leqslant j\}$ form a basis for an irreducible representation (IR) of $S U(2)$. (b) If we couple two electrons, each with a sharp angular momentum, we are group theoretically forming the direct product of two IR's. This may be transformed by a unitary matrix into a direct sum of IR's. The elements $\left\langle j_{1} j_{2} j m \mid j_{1} j_{2} m_{1} m_{2}\right\rangle$ are termed coupling coefficients and give

$$
\left|j_{1} m_{1}\right\rangle\left|j_{2} m_{2}\right\rangle=\sum_{j m}\left\langle j_{1} j_{2} j m \mid j_{1} j_{2} m_{1} m_{2}\right\rangle|j m\rangle
$$

This may be inverted as

$$
\left.\left|\left(j_{1} j_{2}\right) j m\right\rangle=\sum_{m_{1} m_{2}}\left\langle j_{1} j_{2} m_{1} m_{2} \mid j_{1} j_{2} j m\right\rangle\left|j_{1} m_{1}\right| j_{2} m_{2}\right\rangle
$$

where

$$
\left\langle j_{1} j_{2} m_{1} m_{2} \mid j_{1} j_{2} j m\right\rangle=\left\langle j_{1} j_{2} j m \mid j_{1} j_{2} m_{1} m_{2}\right\rangle^{*}
$$

(c) A high symmetry coefficient-the $\bar{V}$ coefficient of Fano and Racah ${ }^{5}$-may be constructed from this

$$
\begin{aligned}
\bar{V}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)= & (-1)^{2_{2}+j_{3}+m_{3}}\left[j_{3}\right]^{-1 / 2} \\
& \times\left\langle j_{1} j_{2} m_{1} m_{2} \mid j_{1} j_{2} j_{3}-m_{3}\right\rangle,
\end{aligned}
$$

where $\left[j_{3}\right]=2 j_{3}+1$, which at most suffers from a sign change under permutations and time reversal. It is related to the equally symmetric $3 j$ symbol of Wigner ${ }^{6}$ by

$$
\bar{V}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) .
$$

An equivalent approach in representation theory relates this to the reduction of the triple direct product to the identity representation:

$$
\bar{V}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{2 j_{2}}\left\langle j_{1} j_{2} j_{3} m_{1} m_{2} m_{3} \mid 00\right\rangle
$$

(d) If we couple three angular momenta together, the cou-

[^0]pling may be carried out in different ways. The recoupling coefficient gives the transformation between these, and again there is a high symmetry coefficient related to thiswhich is independent of the azimuthal quantum numbers
\[

$$
\begin{aligned}
& \left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \\
& =\sum_{\mathrm{a} / \mathrm{l} m}(-1)^{i} \bar{V}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) \bar{V}\left(\begin{array}{ccc}
j_{1} & j_{5} & j_{6} \\
-m_{1} & m_{5} & -m_{6}
\end{array}\right) \\
& \quad \times \bar{V}\left(\begin{array}{ccc}
j_{4} & j_{2} & j_{6} \\
-m_{4} & -m_{2} & m_{6}
\end{array}\right) \bar{V}\left(\begin{array}{ccc}
j_{4} & j_{5} & j_{3} \\
m_{4} & -m_{5} & -m_{3}
\end{array}\right),
\end{aligned}
$$
\]

with

$$
l=\sum_{i=1}^{6}\left(j_{i}-m_{i}\right)
$$

This is called either a $\bar{W}$ or $6 j$ coeffieicnt ${ }^{5,6}$ and is the first nontrivial invariant under any change of basis. This may be extended to the invariant recoupling coefficients of four or more particles. ${ }^{7-11}$ (e) If an operator satisfies the same commutation relations as a spherical harmonic $Y_{l m}$, it forms the $m$ th component of a spherical tensor of rank $l$. We may separate out the radial and spherical parts, and by the WignerEckart theorem ${ }^{12,13}$

$$
\begin{aligned}
\left\langle j_{3} m_{3}\right| T\left(k_{1} q_{1}\right)\left|j_{2} m_{2}\right\rangle= & (-1)^{j_{3}-m_{3}} \bar{V}\left(\begin{array}{ccc}
j_{3} & j_{2} & k_{1} \\
-m_{3} & m_{2} & q_{1}
\end{array}\right) \\
& \left.\times\left\langle j_{3}\right|\left|T\left(k_{1}\right) \|\right| j_{2}\right\rangle,
\end{aligned}
$$

where the reduced matrix element $\left(j_{3} \| T\left(k_{1}\right)| | j_{2}\right\rangle$ represents the radial contribution. By considering various products of tensor operators in coupled schemes, relations between the different reduced elements which arise may be obtained. ${ }^{7}$

The development of the Racah algebra for $\mathrm{SU}(2)$ has been largely based on the fact that this is a Lie group and so we may use the Lie algebra su(2) or the special function properties of the IR's to simplify the calculation of the $\bar{V}$ and related coefficients. Although this approach may be utilized for other Lie groups, our interest lies in another direction, namely, in the finite and compact groups. Although work is currently being done on developing a Lie algebra-type approach to finite groups, ${ }^{14.15}$ at present we are restricted to group or group algebra methods.

Two approaches may be made to the problem. The first is to deal with the group in its own right and to develop the
algebra using only the properties of the group. Koster ${ }^{16}$ has proven the Wigner-Eckart theorem using this method, and a large number of authors have determined the properties and values of $\bar{V}, 3 j$ (or 3 jm ) and higher symbols for the point groups and arbitrary compact groups. ${ }^{17-21}$ The other aproach is to treat the group as a subgroup of another group for which a Racah algebra has already been developed and use descent in symmetry. ${ }^{22-32}$ Various authors have used a mixture of the two techniques. ${ }^{33-40}$ Racah's lemma ${ }^{4}$ shows that any of these methods give equivalent results. The papers by Derome and Sharp ${ }^{17}$ and Derome ${ }^{18}$ have given the conditions for the 3 jm symbols to be multiplied by a simple phase factor only under permutations and complex conjugation, and symbols with this property may be found for all the double point groups.

Many of these authors have used the operation of complex conjugation $K$ or of time reversal $\theta$ to relate the pairs of coefficients

$$
\left(\begin{array}{lll}
\Gamma_{1} & \Gamma_{2} & \Gamma_{3} \\
\alpha_{1} & \alpha_{2} & \alpha_{3}
\end{array}\right) \text { and }\left(\begin{array}{lll}
\Gamma_{1}^{*} & \Gamma_{2}^{*} & \Gamma_{3}^{*} \\
\alpha_{1}^{*} & \alpha_{2}^{*} & \alpha_{3}^{*}
\end{array}\right),
$$

where the set of $|\Gamma \alpha\rangle$ form a basis for the representation $D^{\Gamma}$ and the set of $\left|\Gamma^{*} \alpha^{*}\right\rangle$ for the representation $D^{\Gamma^{*}}$. These two operations are not completely equivalent for, whereas $K^{2}=I, \theta^{2}= \pm I$ according to whether we have an even or odd number of fermions. These operators are antilinear:

$$
\theta(\alpha|f\rangle+\beta|g\rangle)=\alpha^{*} \theta|f\rangle+\beta^{*} \theta|g\rangle
$$

For nonmagnetic materials, or for paramagnetic or diamagnetic ions, time reversal is a symmetry operator of the system. Kramers ${ }^{41}$ first demonstrated the importance of this operator with the Kramers degeneracy, but as it is antilinear it cannot be treated by the theory of representations but can only be dealt with by the theory of corepresentations developed by Wigner. ${ }^{42}$ A large number of papers have been published concerning the corepresentations of linear/antilinear groups ${ }^{43-48}$ but development of a Racah algebra has been slow compared to the linear groups. Methods for finding, and tables of, coupling coefficients have been published ${ }^{44-46}$ and the Wigner-Eckart theorem has been proven, ${ }^{48}$ but to our knowledge that is all.

In this paper we develop the Racah algebra for compact groups with time reversal symmetry. We take time reversal $\theta$ as a commuting operator of the group ${ }^{49}$ and $\theta^{2}=I$ for bosons or an even number of fermions, and $\theta^{2}=-I$ for an odd number of fermions. These two properties allow us to simplify the development from that which would be needed for a general linear/antilinear group. In practice, we usually start from a compact group of linear operators $H$ and extend it to $G$ by adding in the antilinear operators $a=\theta u$, where $u$ is linear. Since linear times antilinear is antilinear, and antilinear times antilinear is linear, the coset group $G / H$ is isomorphic to $C_{2}$. As $H$ is compact, from the homeomorphism $f_{v}(u)=f(\theta u), G-H$ is compact and hence $G$ is compact. We shall see later that all irreducible corepresentations of $G$ are obtained from irreducible representations of $H$, and so the compactness of $H$ guarantees a complete set of corepresentations of $G$. Finally, we shall often need to integrate over the group. $G$ and $H$ both possess invariant integrals, so we
may write

$$
\int_{G} f(x) d x=\int_{H} f(u) d u+\int_{G-H} f(a) d a
$$

By simple substitution we have in particular

$$
|H|=\int_{H} 1 d u=\int_{G-H} 1 d a=\frac{1}{2} \int_{G} 1 d x=\frac{1}{2}|G|
$$

For finite groups these integrals reduce to sums.

## 2. A COVARIANT NOTATION

Throughout the fields of representation and corepresentation theory there exists a wide variety of notations for the labeling of representation or corepresentation matrices and for the $n j$ symbols, coupling coefficients, etc. Use of a naĭve notation often hides difficulties, but a more sophisticated notation calls for more care in construction and manipulation. The papers by Derome and Sharp ${ }^{17}$ and Derome ${ }^{18}$ discuss the properties of the 3 jm symbols of a compact linear group in a very general manner, and for this they used a covariant notation. In this paper we discuss the 3 jm symbols ${ }^{50}$ for a grey compact group, and to ensure that we do not "gloss over" difficulties we adopt a covariant notation here. The one we use here differs slightly from that of Derome and Sharp and is from spinor and rotor calculus. ${ }^{51.52}$

Let $S$ be a complex vector space with basis $\left\{e_{(m)}\right.$ $: m=1,2, \cdots\}$ and $S^{*}$ be the conjugate space with basis $\left\{\bar{e}_{\langle m|}\right.$ $: \dot{m}=1,2, \cdots\}$. If for a particular space $S^{\prime}$ the conjugate space $S^{\prime *}$ contains elements not in $S^{\prime}$, we extend $S^{\prime}$ by these elements so that we may always take $S=S^{*}$. We may transform to new bases $\left.\mid e_{\left\langle m^{\prime}\right\rangle}: m^{\prime}=1,2, \cdots\right\}$ and $\left\{\bar{e}_{\left\langle m^{\prime}\right\rangle}: \dot{m}^{\prime}=1,2, \cdots\right\}$ by

$$
\begin{equation*}
e_{\left(m^{\prime}\right)}=e_{(m)} p_{m^{\prime}}^{m} \tag{2.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{e}_{\dot{m}^{\prime}}=\bar{e}_{(\dot{m})} P_{\dot{m}^{\prime}}^{\dot{m}^{\prime}} \tag{2.1b}
\end{equation*}
$$

The inverse transformations are

$$
\begin{equation*}
e_{(m)}=e_{\left(m^{\prime}\right)} P_{m}^{m^{\prime}} \tag{2.1c}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{e}_{(\dot{m})}=\bar{e}_{\left(\dot{m}^{\prime}\right)} P_{\dot{m}}^{m^{\prime}} \tag{2.1d}
\end{equation*}
$$

with the convention $\left(P^{m} m^{\prime}\right)^{-1}=P^{m^{\prime}}$. Throughout primes will always indicate a transformed basis. We let the transpose of $P^{m}{ }_{m^{\prime}}$ be $P_{m^{\prime}}{ }^{m}$ and the complex conjugate be $P^{m}{ }_{m^{\prime}}$. It follows that

$$
\begin{equation*}
P_{m^{\prime}}^{m} P_{n^{\prime}}^{n} e_{(m)} \bar{e}_{\left(n^{\prime}\right)}^{T}=e_{\left(m^{\prime}\right)} \bar{e}_{\left(n^{\prime}\right)}^{T} \tag{2.2}
\end{equation*}
$$

Now $e_{\langle m\rangle} \bar{e}_{\langle n\rangle}^{7}$ is the metric in the old basis, and on the righthand side we have the metric in the new basis. In group theory we usually consider only unitary transformations, i.e., those which preserve orthonormal bases. Thus unitary transforms are those $P$ which satisfy

$$
\begin{equation*}
P_{m^{\prime}}^{m} P_{n^{\prime}}^{n} \delta_{n_{n} m}=\delta_{n^{\prime} m^{\prime}} \tag{2.3a}
\end{equation*}
$$

where

$$
\delta_{m n}=\delta_{m^{\prime} n^{\prime}}=\left(\begin{array}{llllll}
1 & & & & & \\
& 1 & & & \\
& & 1 & & \\
& & & \cdot & \\
& & & & \cdot & \\
0 & & & &
\end{array}\right)
$$

They also satisfy

$$
\begin{equation*}
P^{m}{ }_{m^{\prime}} P_{n^{\prime}}{ }^{n} \delta^{m^{\prime} n^{\prime}}=\delta^{m n} \tag{2.3b}
\end{equation*}
$$

We now define the matrix of a linear operator $u: S \rightarrow S$ by

$$
\begin{equation*}
u e_{(m)}=e_{(n)} j(u)_{m}^{n} . \tag{2.4}
\end{equation*}
$$

Note that we do not have primes here as we are not changing the basis. Under a change of basis,

$$
\begin{equation*}
j(u)^{n^{\prime}}{ }_{m^{\prime}}=P^{n^{\prime}}{ }_{n} j(u)_{m}^{n} P_{m^{\prime}}^{m} . \tag{2.5}
\end{equation*}
$$

The matrix of an antilinear operator $a: S \rightarrow S^{*}$ is given by

$$
\begin{equation*}
a e_{(m)}=e_{(n)} j(a)_{m}^{n}, \tag{2.6}
\end{equation*}
$$

where we now have one dotted and one undotted variable. We may sum over covariant and contravariant indices; we make the further convention that we may only sum over a pair of dotted indices or a pair of undotted indices. With this the transformation of an antilinear operator is

$$
\begin{equation*}
j(a)_{\dot{m}^{\prime}}^{n^{\prime}}=P^{n^{\prime}} j(a)^{n}{ }_{\dot{m}} P_{m^{\prime}}^{\dot{m}} \tag{2.7}
\end{equation*}
$$

and the multiplication rules are

$$
\begin{align*}
& j\left(u_{1} u_{2}\right)^{m}{ }_{n}=j\left(u_{1}\right)^{m}{ }_{m_{1}} j\left(u_{2}\right)^{m_{1}},  \tag{2.8a}\\
& j(u a)^{m_{n}}=j(u)^{m_{1}}{ }_{1}(a)^{m_{1}},  \tag{2.8b}\\
& j(a u)^{m_{n}}=j(a)^{m_{n_{1}}} j(u)^{m_{1}}{ }_{n},  \tag{2.8c}\\
& j\left(a_{1} a_{2}\right)^{m_{n}^{\prime}}=j\left(a_{1}\right)^{m_{m_{1}}} j\left(a_{2}\right)^{m_{1}}{ }_{n} . \tag{2.8~d}
\end{align*}
$$

We see how this notation automatically keeps track of complex conjugates. For example, in ordinary matrix notation Eq. (2.8c) reduces to

$$
j(a u)=j(a) j(u)^{*},
$$

which is the multiplication rule for such operators. ${ }^{42}$

## 3. IRREDUCIBLE COREPRESENTATIONS

Given a group $G$ with a subgroup $H$ of index 2 , a corepresentation of $G$ is a set of matrices satisfying equations (2.8) with $u \in H$ and $a \in G-H$. Usually, we have a complex vector space which carries a representation of $H$, in which case we may calculate these matrices by Eqs. (2.4) and (2.6) but this is not necessary for the formal theory.

A corepresentation may be reduced if we can find a unitary matrix which block diagonalizes the corepresentation. As Maschke's theorem still holds, ${ }^{43}$ we can reduce each corepresentation to a direct sum of irreducible corepresentations (ICR's). However, only a weak form of Schur's lemma holds which gives the following rather unpleasant orthogonality relations ${ }^{47}$ :

$$
\begin{equation*}
\int_{H} j_{1}(u)^{m_{1}} j_{n_{2}}(u)^{m_{2}} n_{n_{2}} d u=0 \tag{3.1a}
\end{equation*}
$$

$$
\begin{align*}
& \quad \int_{G-H} j_{1}(a)^{m_{1}}{ }_{n_{2}} j_{2}(a)^{\dot{m}_{2}}{ }_{n_{1}} d a=0,  \tag{3.1b}\\
& \text { if } j_{1} \neq j_{2} \text { and } \\
& \int_{H} j(u)^{m_{1}}{ }_{n_{1}} j(u)^{\dot{m}_{n_{2}}} \dot{n}_{2} \\
& \quad=\frac{|G|}{[j]} \delta^{m_{1} \dot{m}_{2}} \delta_{n_{1} \dot{n}_{2}}, \tag{3.1c}
\end{align*}
$$

with [ $j$ ] equal to the dimension of $j$. Note how $n_{1}$ and $\dot{n}_{2}$ are interchanged in the last integral. One small point is necessary: in Eq. (3.1c) we have $\delta^{m_{1} \dot{m}_{2}}$, where both $m_{1}$ and $\dot{m}_{2}$ are inner indices. Since we are not multiplying matrices in the normal manner, this does not contradict the matrix convention of summing over an inner and outer index. Setting $m_{1}=n_{1}, \dot{m}_{2}=\dot{n}_{2}$ gives

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u+\int_{G-H} \chi_{j}\left(a^{2}\right) d a=|G| \tag{3.2}
\end{equation*}
$$

where $\chi_{j}(u)\left[\chi_{j}\left(a^{2}\right)\right]$ is the character of $j(u)\left[j\left(a^{2}\right)\right]$.
By restricting the operations of $G$ to the linear subgroup $H$, each ICR $j$ of $G$ subduces to a representation $k$ of $H$. We may classify each ICR of $G$ by the representation of $H$ in the following manner ${ }^{43}$ :

Type (a): $k$ is irreducible and equivalent to $\bar{k}$, where $\bar{k}(u)$ $=k\left(a^{-1} u a\right)^{*}$ for arbitrary fixed $a$. The character test is

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=\int_{G-H} \chi_{j}\left(a^{2}\right) d a=|G| / 2 \tag{3.3}
\end{equation*}
$$

Type (b): $k$ reduces to $k_{1} \oplus \bar{k}_{1}$ with $k_{1} \equiv \bar{k}_{1}$. The character test is

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=2|G| \tag{3.4}
\end{equation*}
$$

Type (c) $k$ reduces to $k_{1} \oplus \bar{k}_{1}$ with $k_{1} \neq \bar{k}_{1}$. Here

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=|G| \tag{3.5}
\end{equation*}
$$

For type (a) we may use the orthogonality relations for linear groups to simplify Eq. (3.1c) to

$$
\begin{align*}
& \int_{H} j(u)_{n_{1}}^{m_{1}} j(u)^{\dot{m}_{n_{2}}} d u \\
&=\int_{G-H} j(a)^{m_{1}}{ }_{n_{2}} j(a)^{\dot{m}_{n_{1}}} d a \\
&=\frac{|G|}{2[j]} \delta^{m_{1} \dot{m}_{2}} \delta_{n_{1} n_{2}} . \tag{3.6}
\end{align*}
$$

We shall use this frequently for $j=0$, the identity ICR.
For the grey groups time reversal $\theta$ commutes with all elements of $G^{49}$ so that $\bar{k}=k^{*}$ and equivalence (nonequivalence) is the equivalence (nonequivalence) of complex conjugate representions. Thus, we may make a further classification according to the following: $k$ equivalent to $k^{*}$ and to a real representation (the first kind); $k$ equivalent to $k^{*}$ but not to a real representation (the second kind); and $k$ not equivalent to $k^{*}$ (the third kind). Further, $\theta^{2}$ is either the identity or the negative identity, and we have this classification for the grey groups ${ }^{49}$ :

$$
\theta^{2}=I
$$

(A) $k$ is irreducible and of the first kind:
$\int_{H}\left|\chi_{j}(u)\right|^{2} d u=\int_{H} \chi_{j}\left(u^{2}\right) d u=|G| / 2$,
(B) $k$ reduces to $k_{1} \oplus k_{1}$ with $k_{1}$ of the second kind:

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=2|G| \text { and } \int_{H} \chi_{j}\left(u^{2}\right) d u=-|G| \tag{3.8}
\end{equation*}
$$

(C) $k$ reduces to $k_{1} \oplus k_{1}^{*}$ with $k_{1}$ of the third kind:
$\int_{H}\left|\chi_{j}(u)\right|^{2} d u=|G|$ and $\int_{H} \chi_{j}\left(u^{2}\right) d u=0 ;$
$\theta^{2}=-I:$
(D) $k$ is irreducible and of the second kind:
$\int_{H}\left|\chi_{j}(u)\right|^{2} d u=|G| / 2$ and $\int_{H} \chi_{j}\left(u^{2}\right) d u=-|G| / 2$,
(E) $k$ reduces to $k_{1} \oplus k_{1}$ with $k_{1}$ of the first kind:

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=2|G| \text { and } \int_{H} \chi_{j}\left(u^{2}\right) d u=|G| \tag{3.11}
\end{equation*}
$$

(F) $k$ reduces to $k_{1} \oplus k_{1}^{*}$ with $k_{1}$ of the third kind:

$$
\begin{equation*}
\int_{H}\left|\chi_{j}(u)\right|^{2} d u=|G| \text { and } \int_{H} \chi_{j}\left(u^{2}\right) d u=0 \tag{3.12}
\end{equation*}
$$

Conversely, if we start from the IR's of $H$, the ICR's of $G$ are constructed exactly according to the above scheme. Thus, time reversal only fails to increase the degeneracy for types (A) and (D). We observe that these ICR's are equivalent to their complex conjugates from the character tests of Ru dra. ${ }^{45}$ Each ICR matrix may be chosen to be unitary in the normal matrix sense ${ }^{43}$ which becomes in our notation

$$
\begin{equation*}
j(u)^{m_{1}}{ }_{m_{2}} j(u)_{n_{2}}^{n_{1}} \delta_{n_{1} m_{1}}=\delta_{n_{2} m_{2}} \tag{3.13a}
\end{equation*}
$$

and

$$
\begin{equation*}
j(a)^{m_{1} \dot{m}_{2}} j(a)_{n_{2}}^{\dot{n}_{1}} \delta_{\dot{n}_{1} m_{1}}=\delta_{n_{2} \dot{m}_{2}} . \tag{3.13b}
\end{equation*}
$$

TABLE I. Clebsch-Gordan coefficients $d_{12}^{3}$ for ICR's in terms of the Clebsch-Gordan coefficients $c_{12}^{3}$ of the linear subgroup.

| $j_{1}$ | $j_{2}$ | $j_{3}$ | $d_{12}$ |
| :---: | :---: | :---: | :---: |
| (a) | (a) | (a) | $c_{12}^{3}$ |
| (a) | (a) | (b) | $\frac{1}{2} c_{12}^{3}$ |
| (a) | (a) | (c) | $c_{12}^{12}$ |
| (a) | (b) | (a) | $2 c_{12}^{3}$ |
| (a) | (b) | (b) | $c_{12}^{3}$ |
| (a) | (b) | (c) | $2 c_{12}^{3}$ |
| (a) | (c) | (a) | $c_{12}^{3}+c_{12}^{3}$ |
| (a) | (c) | (b) | $\frac{1}{2} c_{12}^{3}+\frac{1}{2} c_{12}^{3}$. |
| (a) | (c) | (c) | $c_{12}^{3}+c_{12}^{3}$. |
| (b) | (b) | (a) | $4 c_{i 2}^{3}$ |
| (b) | (b) | (b) | $2 c_{12}^{3}$ |
| (b) | (b) | (c) | $4 c_{12}^{3}$ |
| (b) | (c) | (a) | $2 c_{12}^{3}+2 c_{12}^{3}$. |
| (b) | (c) | (b) | $c_{12}^{3}+c_{12}^{3}$. |
| (b) | (c) | (c) | $2 c_{12}^{3}+2 c_{12}^{3}{ }^{\text {* }}$ |
| (c) | (c) | (a) | $c_{12}^{3}+c_{12^{*}}^{3}+c_{1 * 2}^{3}+c_{1 * 2^{*}}{ }^{*}$ |
| (c) | (c) | (b) | $\frac{1}{2} c_{12}^{3}+\frac{1}{2} c_{12 *}^{3}+\frac{1}{2} c_{1 * 2}^{3}+\frac{1}{2} c_{1 * 2^{*}}^{3}$ |
| (c) | (c) | (c) | $c_{12}^{3}+c_{12 *}^{3}+c_{1{ }^{3} 2}+c_{1 \cdot{ }^{*}}{ }^{*}$ |

TABLE II. The minimum nonzero multiplicity of the identity ICR in double and triple products. Multiplicity free couplings of IR's give the following multiplicities for the ICR's. If the IR coupling is not multiplicity free, Table I should be used.

| $j_{1}$ | $j_{2}$ | $j_{3}$ | Multiplicity |
| :--- | :--- | :--- | :--- |
| (a) | (a) | $\ldots$ | 1 |
| (b) | (b) | $\ldots$ | 4 |
| (c) | (c) | $\ldots$ | 2 |
| (a) | (a) | $(a)$ | 1 |
| (a) | (a) | (b) | 2 |
| (a) | (a) | (c) | 2 |
| (a) | (b) | (b) | 4 |
| (a) | (b) | (c) | 4 |
| (a) | (c) | (c) | 2 |
| (b) | (b) | (b) | 8 |
| (b) | (b) | (c) | 8 |
| (b) | (c) | (c) | 4 |
| (c) | (c) | (c) | 2 |

Rudra's proof that basis vectors for an ICR of type (b) are nonorthogonal ${ }^{45}$ contains an error, for although his projection operator maps a basis vector $\left|\phi_{i 0}\right\rangle$ onto a basis vector $\left|\phi_{i}\right\rangle$, it does not annihilate all other basis vectors. We shall later construct suitable orthogonal bases which preserve unitarity.

Character tests may be used to reduce direct products of ICR's, but Eqs. (3.1) show that this will not be particularly easy. If

$$
\dot{j}_{1} \otimes \dot{j}_{2}=\sum_{j_{1}} d_{j_{1} j_{2}}^{j_{j}} j_{3},
$$

Bradley and Davies ${ }^{43}$ have related this to the corresponding reduction of representations in $H$ :

$$
k_{1} \otimes k_{2}=\sum_{k_{1}} C_{k_{1} k_{2}}^{k_{3}} k_{3} .
$$

In Table I we reproduce the results as given in their Table V . Here we have a very important departure from representation theory. Whereas

$$
C_{j, j_{2}}^{j_{i}}=C_{j, j_{i} *}^{j_{j}}=C_{j, j_{j}, *}^{0}, \text { etc., }
$$

this is not in general true for ICR's. For instance, as we shall see later, in the grey tetrahedral group, $d_{T E}^{T}=1, d_{T T}^{E}=2$, and $d_{T T E}^{\mathbf{0}}=2$. If the multiplicity in the double product is not the same as the multiplicity in the triple product, then we clearly have a fundamental difference in the two reductions, which will influence our development of the 3 jm symbols. The reduction of the triple product is independent of the order

$$
d_{j_{1}, j_{2}}^{\mathbf{0}}=d_{j_{2}, j_{3}}^{0}=d_{j_{j, j}, j_{2}}^{0} \text {, etc., }
$$ and we shall base our 3 jm symbols on this reduction. The multiplicity of 0 in double and triple products is given in Table II.

## 4. ICR's OF THE DOUBLE GREY GROUPS

In this section we give the ICR's of each of the double grey groups and give a notation similar to Mulliken's ${ }^{53}$ which will be used throughout. For the single group the grey group is the direct product of the point group and $C_{2}$ (Dim-

TABLE III. Reduction of the direct products of grey $T^{*}$.

|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $A$ | $E$ | $E^{\prime}$ | $U^{\prime}$ |  |
| $A$ | $A$ |  |  |  |  |
| $E$ | $E$ | $2 A+E$ |  |  |  |
| $T$ | $T$ | $2 T$ | $A+E+2 T$ |  |  |
| $E^{\prime}$ | $E^{\prime}$ | $U^{\prime}$ | $E^{\prime}+U^{\prime}$ | $A+T$ |  |
| $U^{\prime}$ | $U^{\prime}$ | $2 E^{\prime}+U^{\prime}$ | $2 E^{\prime}+2 U^{\prime}$ | $E+2 T$ | $2 A+E+4 T$ |
|  |  |  |  |  |  |

mock and Wheeler ${ }^{54}$ ) but this is not true for the double group, and we shall abuse notation by referring to a grey group by the usual double point group notation of Griffith. ${ }^{55}$
(a) $\operatorname{SU}(2), 0^{*}$, and $K^{*}$ : Each IR of these groups induces an ICR of types (A) or (D) and hence the Mulliken notation may be used to label the ICR's. The basis vectors of the IR's for $0^{*}$ and $K^{*}$ given by Griffith, ${ }^{55}$ Golding, ${ }^{22,23}$ and McLel$1 \mathrm{an}^{56}$ are also basis vectors of the ICR's.
(b) The tetrahedral double grey group $T^{*}$ : The pair of representations $\Gamma_{2}$ and $\Gamma_{3}{ }^{55}$ are of the third kind and hence induce the ICR $E$ of type (C) and similarly $E^{\prime \prime}$ and $E^{\prime \prime \prime}$ induce the ICR $U^{\prime}$ of type ( F ). The reduction of the direct products is given in Table III and the multiplicity of $A$ in the triple product in Table IV. It may be seen that the multiplicity problem for these groups is much worse than in groups without time reversal.
(c) The dihedral double group $D^{*}$ with $n$ odd ( $n=2 m+1$ ): The single group $D_{n}$ has two one-dimensional IR's $A_{1}$ and $A_{2}$ and $m$ two-dimensional IR's $E_{1} \ldots E_{m}$ all of the first kind. Thus, they all induce ICR's of type (A) and the generating matrices are

$$
\begin{aligned}
& A_{1}\left(C_{n}\right)=A_{1}\left(C_{2}\right)=A_{1}(\theta)=1 \\
& A_{2}\left(C_{n}\right)=-A_{2}\left(C_{2}\right)=A_{2}(\theta)=1, \\
& E_{j}\left(C_{n}\right)=\left[\begin{array}{cc}
\exp (i j \phi) & 0 \\
0 & \exp (-i j \phi)
\end{array}\right], \\
& E_{j}\left(C_{2}\right)=E_{j}(\theta)=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],
\end{aligned}
$$

where $\phi=2 \pi / n$.

TABLE IV. Multiplicity of $A$ in triple products in $T^{*}$.

| Product | Multiplicity |
| :--- | :--- |
| $A A A$ | 1 |
| $E E A$ | 2 |
| $E E E$ | 1 |
| $T T A$ | 1 |
| $T T E$ | 2 |
| $T T T$ | 2 |
| $E^{\prime} E^{\prime} A$ | 1 |
| $E^{\prime} E^{\prime} T$ | 1 |
| $U^{\prime} E^{\prime} E$ | 1 |
| $U^{\prime} E^{\prime} T$ | 2 |
| $U^{\prime} U^{\prime} A$ | 2 |
| $U^{\prime} U^{\prime} E$ | 1 |
| $U^{\prime} U^{\prime} T$ | 4 |

The double group $D{ }_{n}$ has in addition $m$ two-dimensional IR's $E_{1 / 2}^{\prime} \ldots E_{m-1 / 2}^{\prime}$ which induce ICR's of type (D) and a pair of IR's $A_{1}$ and $B_{1}$ which induce an ICR $E^{\prime}$ of type (F). Typical generators are

$$
\begin{aligned}
& E_{j}^{\prime}\left(C_{n}\right) \\
& \quad=\left[\begin{array}{cc}
\exp (i j \phi) & 0 \\
0 & \exp (-i j \phi)
\end{array}\right], E_{j}^{\prime}(\theta)=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \\
& E^{\prime}\left(C_{n}\right)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right], E^{\prime}\left(C_{2}\right)=\left[\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right]
\end{aligned}
$$

and
$E^{\prime}(\theta)=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$.
The multiplicity of $A_{1}$ in each triple product is given in Table V.
(d) $D{ }_{n}$ with $n$ even $(n=2 m)$

The single group $D_{n}$ has four one-dimensional IR's $A_{1}$, $A_{2}, B_{1}$, and $B_{2}$ and ( $m-1$ ) two-dimensional IR's
$E_{1} \ldots E_{(m-1)}$. The double group has the additional $m$ twodimensional representations $E_{1 / 2}^{\prime} \ldots E^{\prime}{ }_{j m-(1 / 2) \mid}$. Each of these induces an ICR. The generators for $B_{1}$ and $B_{2}$ are

$$
\begin{aligned}
& -B_{1}\left(C_{n}\right)=B_{1}\left(C_{2}\right)=B_{1}(\theta)=1 \\
& -B_{2}\left(C_{n}\right)=-B_{2}\left(C_{2}\right)=B_{2}(\theta)=1
\end{aligned}
$$

The generators for the other ICR's follow $D^{*}{ }_{(2 m+1)}$. There is no point giving a table of triple products as the multiplicity of $A_{1}$ is always one or zero.
(e) The cyclic double grey group $C^{*}{ }_{n}$ : The cyclic group $C^{*}{ }_{n}$ is isomorphic to $C_{2 n}{ }^{49}$ and hence has $2 n$ one-dimensional representations $\Gamma_{m / 2}$ with $-n<m \leqslant n$, where

$$
\Gamma_{m / 2}\left(C_{n}\right)=\exp (i m \phi / 2)
$$

with

$$
\phi=2 \pi / n
$$

$$
A=\Gamma_{0} \text { induces an ICR of type (A). For } 1 \leqslant m \leqslant n-1
$$ the character is complex and hence $\Gamma_{m / 2}$ and $\Gamma_{-m / 2}$ induce a two-dimensional ICR $E_{m / 2}$ or $E_{m / 2}^{\prime}$. If $n$ is even, $\Gamma_{n / 2}$ induces an ICR $A_{2}$, but if $n$ is odd, $\Gamma_{n / 2}$ is a spin representation of the first kind and $\Gamma_{n / 2} \oplus \Gamma_{n / 2}$ induces the ICR $E^{\prime}$. The generators are

$$
E_{m / 2}\left(C_{n}\right)=\left[\begin{array}{cc}
\exp (i m \phi / 2) & 0 \\
0 & \exp (-i m \phi / 2)
\end{array}\right]
$$

TABLE V. Multiplicity of $A_{1}$ in triple products in $D{ }^{*}(n=2 m+1)$.

| Product | Multiplicity | Product | Multiplicity |
| :--- | :--- | :--- | :--- |
| $A_{1} A_{1} A_{1}$ | 1 | $E_{j}^{\prime} E_{j}^{\prime} A_{1}$ | 1 |
| $A_{2} A_{2} A_{1}$ | 1 | $E_{j}^{\prime} E_{j}^{\prime} A_{2}$ | 1 |
| $E_{j} E_{i} A_{1}$ | 1 | $E_{j}^{\prime} E_{k}^{\prime} E_{j-k}$ | 1 |
| $E_{j} E_{j} A_{2}$ | 1 | $E_{j}^{\prime} E_{k}^{\prime} E_{j+k}$ | 1 |
| $E_{j} E_{k} E_{j-k}$ | 1 | $E^{\prime} E_{j}^{\prime} E_{n / 2-j}$ | 2 |
| $E_{j} E_{k} E_{j+k}$ | 1 | $E^{\prime} E_{j}^{\prime} E_{n / 2+j}$ | 2 |
|  | $E^{\prime} E^{\prime} A_{1}$ | 2 |  |
|  | $E^{\prime} E^{\prime} A_{2}$ | 2 |  |

$$
\begin{aligned}
& E_{m / 2}(\theta)=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \\
& E_{m / 2}^{\prime}\left(C_{n}\right)=\left[\begin{array}{cc}
\exp (\operatorname{im\phi } / 2) & 0 \\
0 & \exp (-\operatorname{im\phi } / 2)
\end{array}\right], \\
& E_{m / 2}^{\prime}(\theta)=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right],
\end{aligned}
$$

and for $n$ even

$$
A_{2}\left(C_{n}\right)=-1, \quad A_{2}(\theta)=1
$$

whereas for $n$ odd

$$
E^{\prime}\left(C_{n}\right)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right], E^{\prime}(\theta)=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] .
$$

The triple direct product is given in Table VI.

## 5. THE 3 jm SYMBOL

In representation theory it matters little whether we reduce $j_{1} \otimes j_{2}$ to $j_{3}^{*}$ or $j_{1} \otimes j_{2} \otimes j_{3}$ to the identity 0 . However, we have already noted that for ICR's the two multiplicities are not necessarily the same so that there is a fundamental difference between the two reductions. We also noted that the multiplicity of $j_{3}^{*}$ in $j_{1} \otimes j_{2}$ need not be the same as of $j_{2}^{*}$ in $j_{1} \otimes j_{3}$, etc., meaning that any attempt to base the 3 jm symbols on the double product will impose very restrictive properties on permutations of the ICR's However, the multiplicity of 0 in $j_{1} \otimes j_{2} \otimes j_{3}$ is independent of the order of coupling and we base the 3 jm symbol on this reduction. We shall return to the problem of the direct product of two ICR's later.

We consider the unitary transformation which reduces the triple product $j_{1} \otimes j_{2} \otimes j_{3}$ and define the $3 j m$ symbol to be the part of this matrix which reduces the product to the identity 0 :

$$
\begin{align*}
& j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{2}} j_{n_{2}}(u)^{m_{3}}{ }_{n_{3}} \\
& \quad=\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{2} m_{r_{1}}} \delta_{r_{2}}^{r_{r_{2}}}\left(j_{1} j_{2} j_{3}\right)_{n_{1} n_{2} n_{4}}^{r_{2}} \oplus \ldots \tag{5.1}
\end{align*}
$$

and

$$
\begin{align*}
& j_{1}(a)^{m_{1}}{ }_{n_{1},} j_{2}(a)^{m_{2}}{ }_{n_{2}} j_{3}(a)^{m_{3}}{ }_{n_{A}} \\
& =\left(j_{1} j_{2} j_{3}\right)^{n_{1} m_{2} m_{1}{ }_{r_{1}}} \delta^{r_{1}}{ }_{r_{2}}\left(j_{1} j_{2} j_{3}\right)^{\dot{r}_{2}}{ }_{n_{1} n_{2} n_{3}} \oplus \cdots, \tag{5.2}
\end{align*}
$$

where $\delta^{r_{1}}{ }_{r_{2}}$ and $\delta^{r_{1}{ }_{r_{2}}}$ are the linear and antilinear matrices, respectively, of the identity ICR and which are numerically equal to the identity matrix of dimension equal to the multiplicity $M$ of $\mathbf{0}$ in the triple product. We have no primes in

TABLE VI. Multiplicity of $A_{1}$ in triple products in $C_{n}^{*}$.

| Product | Multiplicity | Product | Multiplicity |
| :---: | :---: | :---: | :---: |
| $A_{1} A_{1} A_{1}$ | 1 | $E_{k}^{\prime} E_{1}^{\prime} E_{\mathrm{k}+1}$ | 2 |
| $A_{2} A_{2} A_{1}$ | 1 | $E_{k}^{\prime} E_{1}^{\prime} E_{\text {k }}$, | 2 |
| $E_{k} E_{1} E_{k+1}$ | 2 | $E_{k}^{\prime} E_{k}^{\prime} A_{1}$ | 2 |
| $E_{k} E_{1} E_{k}{ }_{1}$ | 2 | $E_{k}^{\prime} E_{n / 2}^{\prime}{ }_{k} A_{2}$ | 2 |
| $E_{k} E_{k} A_{1}$ | 2 |  |  |
| $E_{\lambda} E_{n / 2}{ }_{k} A_{2}$ | 2 | $E^{\prime} E_{k}^{\prime} E_{n / 2+k}$ | 2 |
|  |  | $E^{\prime} E_{k}^{\prime} E_{n / 2}{ }_{k}$ | 2 |
|  |  | $E^{\prime} E^{\prime} A_{1}$ | 4 |

these definitions as we have all matrices in "standard" forms given by Eqs. (2.4) and (2.6).

By integrating over the linear and antilinear operators, respectively, we find from the orthogonality relation (3.6):

$$
\begin{align*}
& \left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{1}}\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} n_{2} m_{1}} \\
& \quad=\frac{2}{|G|} \int_{H} j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{2}}{ }_{n_{2}} j_{3}(u)^{m_{x_{3}}} d u \tag{5.3}
\end{align*}
$$

and

$$
\begin{align*}
& \left(j_{1} j_{2} j_{3}\right)^{m, m_{2} m_{3}}\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} i_{2} n_{3}} \\
& \quad=\frac{2}{|\boldsymbol{G}|} \int_{G-H} j_{1}(a)^{m_{1}}{ }_{n_{1}} j_{2}(a)^{m_{2}}{ }_{n_{2}} j_{3}(a)^{m_{n}}{ }_{n_{1}} d a \tag{5.4}
\end{align*}
$$

where

$$
\begin{equation*}
\left(j_{1} j_{2} j_{3}\right)_{\dot{n}_{1} \dot{n}_{2}{ }_{2}}^{r}=\delta_{\dot{r}}^{r}\left(j_{1} j_{2} j_{3}\right)_{\dot{n}_{1} \dot{n}_{2} n_{2}}^{\dot{r}_{2}} . \tag{5.5}
\end{equation*}
$$

The unitary equation (2.3a) gives
$\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{1}}\left(j_{1} j_{2} j_{3}\right)_{r_{2}}^{\dot{n}_{2} \dot{n}_{2} n_{3}} \delta_{\left(n_{i} n_{2} n_{3}\right)\left(m_{1} m_{2} m_{3}\right)}=\delta_{r_{2} r_{1}}$.
We cannot use Eq. (2.3b) as we have here only the first $M$ columns of the reducing matrix, not all of them.

We now show that any reduction yields a complete set of 3 jm symbols in the sense that any two reductions are related by a unitary transformation in the multiplicity label independent of $m_{1}, m_{2}$, and $m_{3}$. Suppose we have two such reductions. Then, from Eq. (5.3),

$$
\begin{align*}
& \left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} n_{2} n_{3}} \\
& \quad=\left[j_{1} j_{2} j_{3}\right]^{m_{1} m_{2} m_{3}}{ }_{r_{2}}\left[j_{1} j_{2} j_{3}\right]^{r_{2}}{ }_{n_{1} n_{2} n_{3}} . \tag{5.7}
\end{align*}
$$

Square brackets are used for the 3 jm symbols of the second reduction. Multiplying throughout (and summing) by
$\left(j_{1} j_{2} j_{3}\right)_{r_{3}}^{\dot{s}_{1} \dot{k}_{2} \dot{s}_{3}} \delta_{\left(\dot{s}_{1} \dot{z}_{2} \dot{s}_{3}\right)\left(m_{1} m_{2} m_{3}\right)}$ gives

$$
\begin{aligned}
\left(j_{1} j_{2} j_{3}\right)^{r_{1_{1}} n_{2} n_{3}} & \delta_{r_{3} r_{1}}= \\
& {\left[j_{1} j_{2} j_{3}\right]^{m_{1} m_{2} m_{3}}{ }_{r_{2}}\left(j_{1} j_{2} j_{3}\right)_{r_{3}}^{r_{1} \dot{r}_{2} \dot{s}_{3}} } \\
& \times \delta_{\left(s_{1} \dot{s}_{2} \dot{s}_{3}\right)\left(m_{1} m_{2} m_{3}\right)}\left[j_{1} j_{2} j_{3}\right]^{r_{2}}{ }_{n_{1} n_{2} n_{3}} .
\end{aligned}
$$

Setting

$$
\begin{align*}
U_{r_{2}}^{r_{1}}= & \delta^{r_{1} \dot{r}_{3}}\left[j_{1} j_{2} j_{3}\right]^{m_{1} m_{2} m_{3}}{ }_{r_{2}}\left(j_{1} j_{2} j_{3 ; r_{3}}{ }^{j_{1} \dot{s}_{2} \xi_{3}}\right. \\
& \times \delta_{\left(s_{1} \dot{s}_{2} \dot{z}_{3}, j\right)\left(m_{1} m_{2} m_{3} m_{3}\right)} \tag{5.8}
\end{align*}
$$

gives
$\left(j_{1} j_{2} j_{3}\right)_{n_{1} n_{2} n_{3}}^{r_{3}}=U^{r_{1}{ }_{r_{2}}}\left[j_{1} j_{2} j_{3}\right]_{n_{1} n_{2} n_{3}}^{r_{2}}$
independent of $n_{1}, n_{2}$, and $n_{3}$ as required. We may show it satisfies Eq. (2.3a) by using the unitarity of the 3 jm symbols, and hence $U^{r_{1}}{ }_{r_{2}}$ is unitary. If we turn to the antilinear equations, we find

$$
\begin{equation*}
U^{\dot{r}_{r_{2}}}=\delta^{r_{1}{ }_{r_{1}}} \delta_{r_{r_{2}}}^{r_{2}} U^{r_{1}} \tag{5.10}
\end{equation*}
$$

and since $\delta$ is numerically the identity matrix, $U$ is numerically real.

## 6. THE WIGNER TENSOR

The Wigner tensor ${ }^{6}$, otherwise known as the $1 j$ symbol ${ }^{17}$ or the 1 jm symbol, ${ }^{20}$ plays a very important role not only in relating a matrix to its conjugate in ambivalent groups, but also in relating a 3 jm symbol to a coupling coefficient. We shall find such a tensor similarly useful in corepresentation theory. It is straightforward to show that time re-
versal may serve for this tensor using the commutativity of $\theta$ :

$$
\begin{align*}
j(u)^{m_{1}}{ }_{m_{2}} & =j\left(\theta u \theta^{-1}\right)^{m_{1}}{ }_{m_{2}} \\
& =j(\theta)^{m_{1}}{ }_{n_{1}, j} j(u)^{n_{1}}{ }_{n_{2}} j\left(\theta^{-1}\right)^{n_{2}}{ }_{m_{2}} . \tag{6.1}
\end{align*}
$$

Now

$$
\delta^{m_{1}}{ }_{m_{2}}=j\left(\theta \theta^{-1}\right)^{m_{1}}{ }_{m_{2}}=j(\theta)^{m_{1}}{ }_{n} j\left(\theta^{-1}\right)_{m_{2}}^{i},
$$

so

$$
\begin{equation*}
j\left(\theta^{-1}\right)_{m_{2}}^{n_{2}}=\delta_{m_{2}}^{m_{1}} j(\theta)^{-1 n_{m}} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
j(u)^{m_{1}} m_{2}=j(\theta)_{n_{1}}^{m_{1}} j(u)^{n_{1}} n_{n_{2}} j(\theta)^{-1 n_{2}} m_{2} . \tag{6.3}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
j(a)^{m_{1}} \dot{m}_{2}=j(\theta)^{m_{1}}{ }_{n_{1}} j(a)^{n_{1}}{ }_{n_{j}} j(\theta)^{-1 n_{2} \dot{m}_{2}} . \tag{6.4}
\end{equation*}
$$

$j(\theta)$ is an operator from $S$ to $S^{*}$ and $j\left(\theta^{-1}\right)$ is also, so that in matrix terms $j(\theta)^{m}{ }_{n} \rightarrow j(\theta)$ and $j\left(\theta^{-1}\right)^{m}{ }_{n} \rightarrow j\left(\theta^{-1}\right)$. However, $j(\theta)^{-1}$ is an operator from $S^{*}$ to $S$ and hence in matrix terms


$$
j(u)=j(\theta) j(u)^{*} j(\theta)^{-1}
$$

and

$$
j(a)=j(\theta) j(a)^{*} j(\theta)^{-1 *},
$$

respectively, in the usual matrix formation. For later use we shall use the abbreviations

$$
j(\theta)_{n}^{m}=\left(\begin{array}{cc}
m &  \tag{6.5}\\
& \dot{n}
\end{array}\right) \text { and } j(\theta)^{-1 n_{m}}=\left[\begin{array}{ll}
\dot{n} & \\
& m
\end{array}\right]
$$

giving for Eqs. (6.3) and (6.4)

$$
j(u)^{m_{1}}{ }_{m_{2}}=\left(\begin{array}{ll}
m_{1} &  \tag{6.6}\\
& \dot{n}_{1}
\end{array}\right) j(u)^{\dot{n}_{1}}{ }_{n_{2}}\left[\begin{array}{ll}
\dot{n}_{2} & \\
& m_{2}
\end{array}\right]
$$

and

$$
j(a)^{m_{1} \dot{m}_{2}}=\left(\begin{array}{cc}
m_{1} &  \tag{6.7}\\
& \dot{n_{1}}
\end{array}\right) j(a)^{n_{1}}{ }_{n_{2}}\left[\begin{array}{ll}
n_{2} & \\
& \dot{m}_{2}
\end{array}\right]
$$

respectively. From the property $j\left(\theta^{2}\right)=(-1)^{n}$ for $n$ integral,

$$
\left(\begin{array}{ll}
m_{1} &  \tag{6.8}\\
& \dot{n}_{1}
\end{array}\right)\left(\begin{array}{ll}
\dot{n}_{1} & \\
& m_{2}
\end{array}\right)=(-1)^{n} \delta^{m_{1}}{ }_{m_{2}}
$$

and

$$
\left[\begin{array}{ll}
\dot{n}_{1} &  \tag{6.9}\\
& m_{1}
\end{array}\right]\left[\begin{array}{ll}
m_{1} & \\
& \dot{n}_{2}
\end{array}\right]=(-1)^{n} \delta^{\dot{n}_{n_{2}}} .
$$

The transformation from an operator to its conjugate is not necessarily unique (for example, in a commutative group any antilinear operator will serve) but because of the central role played by time reversal, we feel justified in reserving the notation for this operator only.

We shall now investigate to what extent $j(\theta)$ may be cast into a simple form. Ideally, this would be diagonal but we shall see that this is not always possible. It is not necessary to use the covariant notation for this, as we are not considering components in any detail and we simplify notation by considering an antilinear operator $T$ satisfying $T T^{*}= \pm I$ and $T \dagger=T^{-1}$. The invariant eigenvector equation for an antilinear operator is

$$
T v=\lambda \bar{v},
$$

with $T^{*} \bar{v}=\lambda^{*} v$.
We first deal with the case $T T^{*}=I$. Choose any $v$ in $S$ and let

$$
\bar{w}=T v .
$$

Then $T w=\bar{v}$. If $v=\lambda w$, we have an eigenvector. If $v \neq w$, set $u=v+w$. Trivially,

$$
T u=\bar{u}
$$

giving an eigenvector. If $V$ is the subspace generated by the eigenvector, we turn to the orthogonal subspace $V^{1}$ and repeat the process. Thus, we can find an orthogonal eigenvector basis and diagonalize $T$. The eigenvalues are $\pm 1$ from $T T^{*}=1$.

When $T T^{*}=-I$ we have a different situation, for we can no longer produce eigenvectors as above. However, as before, we let

$$
T v=\bar{w}
$$

for which

$$
T w=-\bar{v}
$$

Again, if $w=\lambda v$, we have an eigenvector. If not, we search for vectors which preserve the above form and are also orthogonal. By setting

$$
v_{1}=v+a w \text { and } v_{2}=w-a v
$$

we have $T v_{1}=\bar{v}_{2}$ and $T v_{2}=-\bar{v}_{1}$. We may normalize $v$ so that it has modulus one, and from the unitarity of $T, w$ also has modulus one. If $v_{1}$ and $v_{2}$ are to be orthogonal,

$$
o=\left\langle v_{1} \mid v_{2}\right\rangle=\bar{a}\langle w \mid w\rangle-a\langle v \mid v\rangle+\langle v \mid w\rangle-a \bar{a}\langle w \mid v\rangle
$$

or

$$
a-\bar{a}=\langle v \mid w\rangle-a \bar{a}\langle w \mid v\rangle^{*}
$$

If we let $a \bar{a}=1$, this is

$$
\operatorname{Im}(a)=\operatorname{Im}(\langle v \mid w\rangle)
$$

since $v, w$ are unit vectors. This equation can certainly be solved for $a$ since $a \bar{a}=1$, and we have orthogonal vectors. We continue as before by considering the orthogonal subspaces. Thus, we may transform $T$ to

where from $T^{*} T v=-v$ each eigenvalue $\lambda$ is $\pm i$.
The forms given here are not always the same as those used in practice. For example, in $\mathbf{S U}(2)$ with $j$ half-odd integral, the Fano-Racah standardization ${ }^{5}$ gives $j(\theta)$ as

$$
\left(\begin{array}{lllll}
0 & & & & 1 \\
& & & -1 & \\
& & 1 & & \\
& -1 & & & \\
& & & & 0
\end{array}\right)
$$

which may be obtained from the above by a real orthogonal transformation. It is convenient to have $j(\theta)$ as a matrix with only one entry in each row and column, and we allow for such variations by taking

$$
j(\theta)_{n}^{m}=\left(\begin{array}{ll}
m & \\
& \dot{n}
\end{array}\right)
$$

to be nonzero for only one $\dot{n}$ for each $m$, and similarly for

$$
j(\theta)^{-1 n_{m}}=\left[\begin{array}{ll}
\dot{n} & \\
& m
\end{array}\right] .
$$

## 7. THE COUPLING COEFFICIENT

We have already discussed some of the problems associated with the reduction of the direct product and we shall give an example which apparently creates more difficulties but which in fact shows the way out. First, we give the definition. The coupling coefficient $\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m, m_{2}}{ }_{r m_{3}}$ is given by

$$
\begin{align*}
& j_{1}(u)_{n_{1}}^{m_{1}} j_{2}(u)^{m_{2}} \\
& \quad=\sum_{j_{1}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{3},} j_{3}(u)^{m_{3}}{ }_{n_{3}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{r_{3}}{ }_{n_{2} n_{2}} \tag{7.1}
\end{align*}
$$

and

$$
\begin{align*}
j_{1}(a)^{m_{\dot{n}_{1}}} j_{2}(a)^{m_{n_{2}}}= & \sum_{j_{3}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r m_{3}} \\
& \times \delta_{r}^{r} j_{3}(a)^{m_{3}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{i_{3} n_{n_{2}} \dot{n}_{2}} \tag{7.2}
\end{align*}
$$

where as before we have no primes.
Consider the coupling in grey $C_{3}^{*}, E^{\prime} \otimes A_{1}=E^{\prime}$. Under the generators $C_{3}$ and $\theta$ we need to find a unitary matrix $P$ such that

$$
P\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right) P^{-1}=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

and
$P\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right) P^{-1 *}=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$.
It is elementary to verify that any of the four matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right),\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right), \text { or }\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

will serve. The multiplicity is only one and we see that we have, in contradistinction to the 3 jm symbols, reductions which are not related by a unitary transformation in the multiplicity label (which here would be multiplication by an scalar). The saving point is that we have here four independent reductions which is exactly the multiplicity of $A_{1}$ in $E^{\prime} \otimes E^{\prime} \otimes A_{1}$, and is also the number of independent matrices which commute with $E^{\prime}$. Thus, the problems of the coupling coefficient $\left\langle j_{1} j_{2} \mid j_{3}\right\rangle$ divide into three: (a) the number of matrices which commute with $j_{3}$, which gives the number of independent sets of coupling coefficients; (b) the determination of the relation between each set and the 3 jm symbols;
and (c) the relation between all sets of coupling coefficients and the 3 jm symbols.

The first of these is a form of Schur's lemma for grey groups:

Lemma: If the multiplicity of 0 in $j \otimes j$ is $M$, there are $M$ linearly independent nonsingular matrices $P$ commuting with $j$ :

$$
P j(u)=j(u) P \text { and } P j(a)=j(a) P^{*} .
$$

This is proved by considering each type of ICR in turn and applying Schur's lemma for linear groups. For type (a) the ICR $j$ of $G$ subduces to an IR $k$ of the linear subgroup $H$, and hence $P=c I$, giving one independent matrix $I$. For type (b) the ICR $j$ is of the form ${ }^{43}$

$$
\begin{aligned}
& j(u)=\left(\begin{array}{cc}
k(u) & 0 \\
0 & k(u)
\end{array}\right) \text { and } \\
& j(a)=\left(\begin{array}{cc}
0 & \pm k\left(a \theta^{-1}\right) P \\
-k\left(a \theta^{-1}\right) P & 0
\end{array}\right) .
\end{aligned}
$$

The four matrices

$$
\begin{aligned}
& \left(\begin{array}{cc}
I & 0 \\
0 & I
\end{array}\right),\left(\begin{array}{cc}
i I & 0 \\
0 & -i I
\end{array}\right), \\
& \left(\begin{array}{cc}
0 & i I \\
i I & 0
\end{array}\right), \text { and }\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)
\end{aligned}
$$

commute with these, and there are no more linearly independent ones. For type (c),
$j(u)=\left(\begin{array}{cc}k(u) & 0 \\ 0 & k^{*}(u)\end{array}\right)$ and $j(a)=\left(\begin{array}{cc}0 & k\left(a \theta^{-1}\right) \\ k^{*}\left(a \theta^{-1}\right) & 0\end{array}\right)$,
with two commuting matrices

$$
\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right) \text { and }\left(\begin{array}{cc}
i I & 0 \\
0 & -i I
\end{array}\right) .
$$

Comparison with the multiplicities in Table II gives the result.

Now these matrices $P$ may be written in coupling coefficient notation as

$$
P_{m_{2}}^{m_{1}}=\langle j \mathbf{0} \mid j\rangle_{m_{2}}^{m_{1} \mathbf{0}},
$$

giving that, if $\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}$, is a coupling coefficient, so is

$$
\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}\left\langle j_{r m_{3}} 0 \mid j_{3}\right\rangle^{m_{3} 0}{ }_{m_{4}}
$$

Thus, if the multiplicity of 0 in $j_{3} \otimes j_{3}$ is $M_{1}$, we have $M_{1}$ sets of coupling coefficients. Each set obeys the usual orthogonality relations, but as the example shows, different sets need not be orthogonal when summing over $m_{1}$ and $m_{2}$.

The second problem, that of the relation between a set of coupling coefficients and the 3 jm symbols, may be solved by use of the orthogonality relation (3.1c). From Eqs. (7.1) and (7.2),

$$
\begin{align*}
& \left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{1} m_{1}} j_{3}(u)^{m_{3}} j_{n_{3}}(u)^{m_{4}}{ }_{n_{4}} \\
& \quad=j_{1}(u)^{m_{1}}{ }_{n_{1}, j_{2}}(u)^{m_{2}}{ }_{n_{2}} j_{3}(u)^{m_{4}}{ }_{n_{4}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{n_{1} n_{2}}{ }_{r_{1} n_{4}} \tag{7.3}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{1} m_{3}} j_{3}(a)^{m_{s}}{ }_{n_{4}} j_{3}(a)^{\dot{m}_{4}}{ }_{n_{3}} \\
& \quad=j_{1}(a)^{m_{1}}{ }_{n_{1}} j_{2}(a)^{m_{2}}{ }_{n_{2}} j_{3}(a)^{m_{4}}{ }_{n_{4}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle_{n_{1} n_{2}}^{r_{1} n_{4}} . \tag{7.4}
\end{align*}
$$

Replacing the conjugated matrices on the right-hand sides of these equations by

$$
\dot{j}_{3}(u)^{\dot{m}_{n_{4}}}=\left[\begin{array}{cc}
m_{4} & \\
& m_{5}
\end{array}\right] \dot{j}_{3}(u)^{m_{5}}\left(\begin{array}{ll}
n_{5} & \\
& \dot{n}_{4}
\end{array}\right)
$$

and

$$
j_{3}(a)^{m_{n_{3}}}=\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right] j_{3}(a)^{m_{5}}{ }_{n_{5}}\left(\begin{array}{ll}
\dot{n}_{5} & \\
& n_{3}
\end{array}\right)
$$

respectively, we may integrate over $G$ and $G$ - $H$ to give

$$
\begin{align*}
& \left\langle\dot{j}_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}} r_{r_{1} m_{3}} \int_{H} j_{3}(u)^{m_{3}} j_{n_{3}}(u)^{m_{4}} d u \\
& \quad=\frac{|G|}{2}\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right]\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{2}} \\
& \quad \times\left(\begin{array}{cc}
n_{5} & \\
& \dot{n}_{4}
\end{array}\right)\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{n_{1} n_{2}}{ }_{r_{1} n_{3}}\left(j_{1} j_{2} j_{3}\right)^{r_{n_{1} n_{2} n_{5}}} \tag{7.5}
\end{align*}
$$

and

$$
\begin{align*}
& \left.\left\langle j_{1} j_{2}\right| j_{3}\right)^{m_{1} m_{2}}{ }_{r_{1} m_{3}} \int_{G-H} j_{3}(a)^{m_{3}}{ }_{n_{3}} j_{3}(a)^{\dot{m}_{4}} d a \\
& =\frac{|\boldsymbol{G}|}{2}\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right]\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{5}} \\
& \times\left(\begin{array}{ll}
\dot{n}_{5} & \\
& n_{3}
\end{array}\right)\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{\dot{n}_{1} \dot{n}_{2}}{ }_{r_{4} \dot{n}_{\mathbf{2}}}\left(j_{1} j_{2} j_{3}\right)^{r_{n_{1}, n_{2} n_{3}}} . \tag{7.6}
\end{align*}
$$

Adding and using orthogonality gives

$$
\begin{align*}
& \left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}} r_{1} m_{3} \\
& \quad=\left[j_{3}\right]^{1 / 2} U^{r_{r_{1}}}\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right] \delta_{m_{3} \dot{m}_{4}}\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{r_{5}}}, \tag{7.7}
\end{align*}
$$

with $U^{r_{2}} r_{1}$ as the real rectangular tensor

$$
\begin{align*}
U_{r_{1}}^{r_{2}}= & \delta^{n_{4} n_{3}} \frac{\left[j_{3}\right]^{1 / 2}}{2} \\
& \times\left\{\left(\begin{array}{ll}
n_{5} & \\
& \dot{n}_{4}
\end{array}\right)\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{n_{1} n_{2}} r_{r_{3}}\left(j_{1} j_{2} j_{3}\right)^{r_{2}} n_{n_{1} n_{2} n_{5}}\right. \\
& \left.+\left(\begin{array}{ll}
\dot{n}_{5} & \\
& n_{3}
\end{array}\right)\left\langle j_{1} j_{2} \mid j_{3}\right\rangle_{r_{1} \dot{n}_{1} \dot{n}_{2}}\left(j_{1} j_{2} j_{3}\right)^{r_{n_{1}, \dot{n}_{2} \dot{n}_{5}}}\right\} . \tag{7.8}
\end{align*}
$$

For each $r_{1}$, we may perform an orthogonal transform in the 3 jm multiplicity space to give

$$
\begin{align*}
& \left\langle j_{1} j_{2} \mid j_{3}\right\rangle_{r_{1} m_{3} m_{2}} \\
& \quad= \pm\left[j_{3}\right]^{1 / 2} \delta_{m_{3} \dot{m}_{4}}\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right]\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{5}} r_{r_{4}} \tag{7.9}
\end{align*}
$$

where the normalization of the coupling coefficients and the 3 jm symbols has been used to give $|U|=1$. These 3 jm symbols possess the orthogonality property

$$
\begin{equation*}
\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}\left(j_{1} j_{2} j_{3}\right)_{m_{1} m_{2} m_{0}}^{r_{2}}=\delta_{r_{1}}^{r_{2}} \delta^{m_{3}}\left[j_{m_{4}}\right]^{-1} \tag{7.10}
\end{equation*}
$$

where, however, $r_{1}$ and $r_{2}$ are not free to vary over the 3 jm multiplicity space, but only over the coupling coefficient multiplicity subspace.

If the multiplicity of $j_{3}$ in $j_{1} \otimes j_{2}$ is $M_{2}$, and the multiplicity of 0 in $j_{1} \otimes j_{2} \otimes j_{3}$ is $M_{3}$, the coupling coefficients only span on $M_{2}$-dimensional subspace of the 3 jm multiplicity space. However, if the multiplicity of $\mathbf{0}$ in $j_{3} \otimes j_{3}$ is $M_{1}$, then as $M_{3}=M_{1} M_{2}$, all the sets of coefficients span this space. Thus, all the 3 jm coefficients may be found from one set of coupling coefficients and the commuting matrices

$$
P_{m_{2}}^{m_{1}}=\langle j 0 \mid j\rangle_{m_{2}}^{m_{1} 0}
$$

given earlier.
The third problem may be tackled by considering

$$
\begin{align*}
& \left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{1} m_{3}} j_{3}(u)^{m_{3}{ }_{n}} j_{3}(u)^{m_{n_{4}}} \\
& \quad=j_{1}(u)^{m_{1_{4}}} \dot{n}_{1} j_{2}(u)^{m_{2}}{ }_{n_{2}} j_{3}(u)^{m_{4}}{ }_{n_{4}}\left\langle j_{1} j_{2} \mid j_{3}\right\rangle_{r_{1} n_{1} n_{2} n_{3}}^{n_{2}} . \tag{7.11}
\end{align*}
$$

We further expand the left-hand side by

$$
\begin{aligned}
& j_{3}(u)^{m_{3}}{ }_{n_{3}} j_{3}(u)^{m_{4}}{ }_{n_{4}} \\
& \quad=\sum_{j_{4}}\left\langle j_{3} j_{3} \mid j_{4}\right\rangle^{m_{3} m_{4}}{ }_{r_{2} m_{3}} j_{4}(u)^{m_{s}}{ }_{n_{3}}\left\langle j_{3} j_{3} \mid j_{4}\right\rangle_{r_{2} n_{3} n_{4}}
\end{aligned}
$$

and use, this time, the orthogonality equation (3.6) to give

$$
\begin{aligned}
& \left.\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{1} m_{3}}\left\langle j_{3} j_{3} \mid \mathbf{0}\right\rangle^{m_{3} m_{4}}{ }_{r_{0} 0}\left\langle j_{3} j_{3}\right| \mathbf{0}\right)^{r_{2} 0}{ }_{n_{3} n_{4}} \\
& \left.\quad=\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{4}{ }_{r_{3}}}\left(j_{1} j_{2} j_{3}\right)^{r_{3}}{ }_{n_{3} n_{2} n_{4} n_{4}}\left\langle j_{1} j_{2}\right| j_{3}\right)^{n_{2} n_{r} r_{r}} r_{r_{3} r_{3}} .
\end{aligned}
$$

Setting $V^{r_{3}} r_{1} r_{2}$ as the square invertible tensor

$$
\begin{equation*}
V^{r_{1}} r_{1} r_{3}=\left(\dot{j}_{1} \dot{j}_{2} j_{3}\right)_{n_{1} n_{2} n_{4}}^{r_{3}}\left\langle j_{1} \dot{j}_{2} \mid j_{3}\right\rangle^{n_{2} n_{2}}{ }_{r_{1} n_{3}}\left\langle j_{3} j_{3} \mid \mathbf{0}\right\rangle_{n_{s} n_{4}, 0} \tag{7.12}
\end{equation*}
$$

gives

$$
\begin{equation*}
\left\langle j_{1} j_{2} \mid j_{3}\right\rangle^{m_{1} m_{2}}{ }_{r_{1} m_{3}}\left\langle j_{3} j_{3} \mid \mathbf{0}\right\rangle^{m_{3} m_{4}}{ }_{r_{2} 0}=V_{r_{1} r_{2}}^{r_{3}}\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{4}}{ }_{r_{3}} . \tag{7.13}
\end{equation*}
$$

The corresponding antilinear equations show that $V$ is real.
In representation theory the coupling coefficient $\left\langle j_{3} j_{3} \mid 0\right\rangle^{m_{s} m_{4}}{ }_{r, 0}$ is of multiplicity one and is simply related to the Wigner tensor. Thus, this equation has an analog in representation theory, where it would be equivalent to Eq. (7.7), but here the multiplicity may be as high as four, and the two equations are distinct.

We have not completely answered the third problem, in that the left-hand side of Eq. (7.13) is not a coupling coefficient, but the coupling coefficients

$$
\left\langle j_{3} \mathbf{0} \mid j_{3}\right\rangle^{m_{3} \mathbf{0}_{m .}} \text { and }\left\langle j_{3} j_{3} \mid \mathbf{0}\right\rangle^{m_{s} m_{4}}{ }_{r_{2} 0}
$$

are given in terms of 3 jm symbols by Eq. (7.9) which are related by the transformation properties discussed in the next section, and it is a straightforward matter to write the equation in terms of the full set of coupling coefficients.

We conclude this section with some brief comments on the Wigner tensor. Setting $j_{1}=j_{3}$ and $j_{2}=0$ in Eq. (7.9) gives

$$
\begin{aligned}
& \left\langle j_{1} \mathbf{0} \mid j_{1}\right\rangle^{m_{1} \mathbf{0}}{ }_{1 m_{3}} \\
& \quad= \pm\left[j_{1}\right]^{1 / 2} \delta_{m_{3} m_{4}}\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right]\left(j_{1} \mathbf{0} j_{1}\right)^{m_{1} 0 m_{3}} .
\end{aligned}
$$

Trivially, a set of coupling coefficients is

$$
\left\langle j_{1} \mathbf{0} \mid j_{1}\right\rangle^{m_{1} 0}{ }_{1 m_{s}}=\delta^{m_{1}}{ }_{m_{s}}
$$

so that

$$
\left[\begin{array}{ll}
\dot{m}_{4} & \\
& m_{5}
\end{array}\right]= \pm\left[j_{1}\right]^{1 / 2} \delta^{m_{1}, m_{3}}\left(j_{1} 0 j_{1}\right)^{1} m_{5} \mathbf{0}_{m_{5}}
$$

by Eq. (7.10). It must be stressed though that this equation should not be used to give the Winger tensor as happens in representation theory. There is an arbitrariness in the 3 jm symbol which would make it hard to decide which to use, and besides, an standard form for the Wigner tensor has been given in the last section. Rather, this equation should be regarded as giving one of the 3 jm symbols.

## 8. PROPERTIES OF THE 3 jm SYMBOLS

With minor preparation, we may almost quote these from Derome and Sharp ${ }^{17}$ and Derome ${ }^{18}$. Firstly,

$$
\begin{aligned}
& \left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{1}}\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} n_{2} n_{3}} \\
& \quad=\frac{2}{|G|} \int_{H} j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{2}} j_{3}(u)^{m_{3}} d u
\end{aligned}
$$

Using

$$
\dot{j}_{1}(u)^{m_{1}}{ }_{n_{1}}=\left[\begin{array}{cc}
m_{1} & \\
& \dot{m}_{4}
\end{array}\right] j_{1}(u)^{\dot{m}_{4}}\left[\begin{array}{ll}
\dot{n}_{4} & \\
& n_{1}
\end{array}\right] \text {, etc. }
$$

this gives

$$
\begin{align*}
&\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}\left(j_{r_{1}} j_{2} j_{3}\right)^{r_{n_{1} n_{2} n_{3}}} \\
&=\left(\begin{array}{ll}
m_{1} & \\
& \dot{m}_{4}
\end{array}\right)\left(\begin{array}{ll}
m_{2} & \\
& \dot{m}_{5}
\end{array}\right)\left(\begin{array}{ll}
m_{3} & \\
& \dot{m}_{6}
\end{array}\right)\left(j j_{j} j_{3}\right)^{\dot{m}_{4} \dot{m}_{3} \dot{m}_{r_{2}}} \\
& \times\left[\begin{array}{ll}
\dot{n}_{4} & \\
& n_{1}
\end{array}\right]\left[\begin{array}{ll}
\dot{n}_{5} & \\
& n_{2}
\end{array}\right]\left[\begin{array}{ll}
\dot{n}_{6} & \\
& n_{3}
\end{array}\right]\left(j_{j} j_{2} j_{3}\right)^{\dot{r}_{2}}{ }_{n_{4} \dot{n}_{5} \dot{n}_{6}} . \tag{8.1}
\end{align*}
$$

Taking $\left(j_{1} j_{2} j_{3}\right)^{r_{1}{ }_{n_{1} n_{2} n_{3}}}$ to the other side and setting

$$
\begin{align*}
A(123)^{r_{r_{1}}}= & {\left[\begin{array}{ll}
\dot{n}_{4} & \\
& n_{1}
\end{array}\right]\left[\begin{array}{ll}
\dot{n}_{5} & \\
& n_{2}
\end{array}\right]\left[\begin{array}{ll}
\dot{n}_{6} & \\
& n_{3}
\end{array}\right] } \\
& \times\left(\dot{j}_{1} \dot{j}_{2} \dot{j}_{3}\right)^{\dot{r}_{2}}{ }_{n_{4} n_{5} n_{4}}\left(\dot{j}_{1} \dot{j}_{2} \dot{j}_{3}\right)^{n_{1} n_{2} n_{3} r_{r_{3}}} \tag{8.2}
\end{align*}
$$

gives

$$
\begin{align*}
\left(j_{1} \dot{j}_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}= & A(123)_{r_{1}}^{r_{2}} \\
& \times\left(\begin{array}{ll}
m_{1} & \\
& \dot{m}_{4} \\
& \\
& \times\left(\begin{array}{ll}
m_{2} & \\
& \dot{m}_{5}
\end{array}\right)\left(\begin{array}{ll}
m_{3} & \\
& \dot{m}_{6}
\end{array}\right) \\
&
\end{array}\right)
\end{align*}
$$

The antilinear expression gives similarly

$$
\begin{align*}
A(123)^{r_{2}}= & \delta_{r_{1}}^{\dot{r}_{1}}{ }_{r_{1}}^{\dot{r}_{r_{2}}}\left[\begin{array}{ll}
n_{4} & \\
& \dot{n}_{1}
\end{array}\right]\left[\begin{array}{ll}
n_{5} & \\
& \dot{n}_{2}
\end{array}\right]\left[\begin{array}{ll}
n_{6} & \\
& \dot{n}_{3}
\end{array}\right] \\
& \times\left(\dot{j}_{1} j_{2} j_{3}\right)^{r_{2}}{ }_{n_{3} n_{5} n_{6}}\left(j_{1} j_{2} j_{3}\right)^{\dot{n}_{1} n_{2} n_{2}}{ }_{r_{1}} \tag{8.4}
\end{align*}
$$

so that $A$ is numerically real.
Let us now consider two different reductions of the triple product, one with $j_{1}$ and $j_{2}$ permuted. From Eq. (5.3)
$\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{r}}{ }_{r}\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} n_{2} n_{3}}$

$$
=\left(j_{2} j_{1} j_{3}\right)^{m_{2} m_{1} m_{3}}\left(j_{r_{2}} j_{1} j_{3}\right)^{r_{n_{2}} n_{1} n_{3}}
$$

so that

$$
\begin{equation*}
\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{2}}{ }_{r_{1}}=M(12,3)^{r_{2}}\left(j_{r_{1}} j_{1} j_{3}\right)^{m_{2} m_{1}, m_{3}}, \tag{8.5}
\end{equation*}
$$

with

$$
\begin{equation*}
M(12,3)^{r_{r_{1}}}=\left(j_{2} j_{1} j_{3}\right)^{r_{n_{2}} n_{2} n_{1} n_{1}}\left(j_{1} j_{2} j_{3}\right)^{n_{1} n_{2} n_{3}}{ }_{r_{1}} . \tag{8.6}
\end{equation*}
$$

From Eq. (5.4),

$$
M(12,3)^{r_{2}}=\delta_{r_{1}}^{r_{r_{2}}}\left(j_{2} j_{1} \dot{j}_{3}\right)^{r_{i_{2}} n_{2} n_{1} n_{2}}\left(j_{1} j_{2} \dot{j}_{3}\right)^{n_{1}, n_{2} n_{2}} r_{r_{1}}
$$

so that $M(12,3)$ is numerically real. This reality in fact forms the only difference between the analyses of Derome and Sharp ${ }^{17}$ and Derome ${ }^{18}$ and the corresponding analysis needed here. Since their results are not in any manner dependent on $M$ being nonreal, we may use them without modification. We are most interested in the possibility of diagonalizing $M$ over the multiplicity space, and from Derome ${ }^{18}$ we find the following:
(a) If none of $j_{1}, j_{2}, j_{3}$ is equivalent, $M$ may be diagona-
lized to the identity matrix,
(b) If exactly two are equivalent, then every transposition may be diagonalized to

$$
\left(\begin{array}{cc}
1_{s} & 0 \\
0 & -1_{A}
\end{array}\right)
$$

and every cyclic permutation leaves the 3 jm symbol invariant,

$$
\text { (c) If } j_{1} \equiv j_{2} \equiv j_{3}, M \text { may be diagonalized iff }
$$

$$
\int_{H}[\chi(u)]^{3} d u=\int_{H} \chi\left(u^{3}\right) d u
$$

This equation refers to the character of the ICR-not of the IR. If the ICR is of types (b) or (c), there is the possibility that the 3 jm symbols of the grey group may be diagonalized even if the $3 j m$ symbols of the linear subgroup may not be (and vice versa).

Finally, in this section, we give some simple conditions that ensure the reality of the 3 jm symbols. So far we have only used the operator $\theta$ to generate the antilinear coset $G-H$ from $H$. However, any antilinear operator will serve for this. ${ }^{43}$ Suppose, then, that we have an antilinear operator $\bar{\theta}$ which is numerically the identity matrix in all three ICR's $j_{1}, j_{2}$, and $j_{3}$. From Eq. (5.4)

$$
\begin{aligned}
\left(j_{1} j_{2} j_{3}\right)_{n_{1} n_{2} n_{3}}^{r}= & \frac{2}{|G|}\left(j_{1} j_{2} j_{3}\right)_{m_{1} m_{2} m_{3}}^{r_{3}} \\
& \times \int_{G-H} j_{1}(a)_{n_{1}}^{m_{1}} j_{2}(u)_{n_{3}}^{m_{2}} j_{3}(a)_{n_{3}}^{m_{3}} d a
\end{aligned}
$$

We may replace $j_{1}(a)^{m_{1}}{ }_{{ }_{n}}$, by $j_{1}(u \bar{\theta})^{m_{1}}{ }_{n_{1}}=j_{1}(u)^{m_{1}}{ }_{n_{4}} \delta^{n_{4}}{ }_{n_{1}}$, etc. to give

$$
\begin{align*}
& \times \int_{H} j_{1}(u)^{n_{1}}{ }_{n} j_{2}(u)^{n_{2}}{ }_{n_{d}} j_{3}(u)^{m_{m_{0}}}{ }_{n_{0}} d u . \\
& =\delta^{n_{n_{1}}} \delta^{n_{n_{2}}} \delta^{n_{6}}{ }_{n_{3}}\left(j_{1} j_{2} j_{3}\right)_{n_{3} n_{s} n_{0}}, \tag{8.7}
\end{align*}
$$

giving reality. In a similar manner, we may show the following possibilities:
(a) If $\bar{\theta}=I$ for all three, the 3 jm symbols are all real.
(b) If $\bar{\theta}=-I$ for two of the ICR's and $+I$ for the third, the symbols are again real.
(c) If $\bar{\theta}=-I$ for all three, or $-I$ for one and $+I$ for the other two, the symbols are all imaginary.
There is no guarantee that an operator $\bar{\theta}$ exists satisfying any of these conditions, but if it does this is a very quick test for reality or nonreality. An important special case is grey $\mathrm{SU}(2)$ where in Fano-Racah standardization

$$
\bar{\theta}=C_{y}^{2} \theta^{-1}
$$

to give case (a).

## 9. THE WIGNER-ECKART THEOREM

Aviran and $\mathrm{Zak}^{48}$ give a form of the Wigner-Eckart theorem for general linear/antilinear groups, but this is unsatisfactory in some respects. For an irreducible tensor $T(k q)$ their Eqs. (3) and (4) for the matrix elements become in our
notation

$$
\begin{align*}
\left\langle j_{1} m_{1}\right| & T\left(k q_{1}\right)\left|j_{2} m_{2}\right\rangle \\
= & \frac{2}{|G|} \int_{H} j_{1}(u)_{m_{1}, k}^{\dot{n}_{1}} k(u)_{q_{1}}^{q_{2}} \\
& \times j_{2}(u)_{m_{2}}^{n_{2}}\left\langle j_{1} n_{1}\right| T\left(k q_{2}\right)\left|j_{2} n_{2}\right\rangle d u \tag{9.1}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle j_{1} m_{1}\right| T\left(k q_{1}\right)\left|j_{2} m_{2}\right\rangle \\
& \quad=\frac{2}{|G|} \int_{G-H} j_{1}(a)^{n_{1}}{ }_{m_{1}} k(a)_{q_{1}}^{\dot{q}_{2}} \\
& \times j_{2}(a)^{n_{2}}{ }_{m_{2}}\left\langle j_{1} n_{1}\right| T\left(k q_{2}\right)\left|j_{2} n_{2}\right\rangle^{*} d u . \tag{9.2}
\end{align*}
$$

They consider the reduction of the product $k \otimes j_{2}$ to $j_{1}^{*}$, but as we have already seen, this causes difficulties. It would also be equally valid to reduce $j_{1}^{*} \otimes k$ to $j_{2}^{*}$ or $j_{1}^{*} \otimes j_{2}$ to $k^{*}$ and examination of their results shows that this would give forms apparently dependent on the reduction used. These problems may all be avoided by reducing the triple product to the identity ICR. Use of the Wigner tensor for the grey groups will also yield a more familiar form. In Eq. (9.1) we have

$$
\begin{aligned}
\left\langle j_{1} m_{1}\right| & T\left(k q_{1}\right)\left|j_{2} m_{2}\right\rangle \\
= & \frac{2}{|G|} \int_{H}\left(\begin{array}{ll}
\dot{n}_{1} & \\
& n_{3}
\end{array}\right) j_{1}(u)_{m_{3}}^{n_{3}}\left[\begin{array}{ll}
m_{3} & \\
& \dot{m}_{1}
\end{array}\right] \\
& \times k(u)^{q_{2}}{ }_{q_{1}} j_{2}(u)_{m_{m_{2}}}^{n_{2}}\left\langle j_{1} n_{1}\right| T\left(k q_{2}\right)\left|j_{2} n_{2}\right\rangle d u \\
= & \left(\begin{array}{ll}
\dot{n}_{1} & \\
& n_{3}
\end{array}\right)\left(j_{1} k j_{2}\right)^{n_{3} \Omega_{2} n_{2}}\left(j_{1} k j_{2}\right)_{m_{3} q_{1} m_{2}} \\
& \times\left[\begin{array}{cc}
m_{3} & \\
& \dot{m}_{1}
\end{array}\right]\left\langle j_{1} n_{1}\right| T\left(k q_{2}\right)\left|j_{2} n_{2}\right\rangle .
\end{aligned}
$$

Setting the reduced matrix element

$$
\begin{align*}
& \left\langle j_{1}\|T(k)\| j_{2}\right\rangle_{r} \\
& \quad=\left(\begin{array}{ll}
\dot{n}_{1} & \\
& n_{3}
\end{array}\right)\left(j_{1} k j_{2}\right)^{n_{1} q_{2} n_{2}}\left(j_{1} n_{1}\left|T\left(k q_{2}\right)\right| j_{2} n_{2}\right\rangle \tag{9.3}
\end{align*}
$$

gives

$$
\begin{align*}
& \left\langle j_{1} m_{1}\right| T\left(k q_{1}\right)\left|j_{2} m_{2}\right\rangle \\
& \quad=\left\langle j_{1}\|T(k)\| j_{2}\right\rangle_{r}\left[\begin{array}{ll}
m_{3} & \\
& \dot{m}_{1}
\end{array}\right]\left(j_{1} k j_{2}\right)_{m_{3} q_{1} m_{2}}^{r} \tag{9.4}
\end{align*}
$$

which is the desired result. The corresponding antilinear equation gives the reduced matrix element as numerically real.

## 10. RACAH'S LEMMA

Racah's lemma ${ }^{4}$ has proved to be a fundamental result for any application of the descent in symmetry technique. Briefly, for IR's it relates the $3 j m$ symbols of a group $G$ to the 3 jm symbols of a subgroup $K$ by a factor or unitary transformation independent of the $m$ values. To use the descent in symmetry technique in grey groups we shall find the lemma of equal importance. However, as the proofs we have sighted for linear groups directly use Schur's lemma, ${ }^{4,40}$ and Schur's lemma only holds in a restricted sense for grey groups, we offer a proof based on the orthogonality relations. We may distinguish between two different types of subgroup of a grey group and the lemma will assume a different form for each.

These are the following: a grey subgroup, consisting of both linear and antilinear operators, and a subgroup consisting of linear operators only.

We consider first a grey subgroup $K$ of grey $G$. We label the ICR's of $G$ by $j$ as usual, and of $K$ by $k$. Upon restriction to $K$, each ICR of $G$ may be reduced to a direct sum of ICR's of $K$ by some unitary transformation. Applying the inverse transformation to the ICR's of $G$, we obtain "symmetry adapted" ICR's of $G$-i.e., on restriction to $K$ the matrices are already in block diagonal form:

$$
j(u)=\left(\begin{array}{ccccc}
k(u) & & & & 0 \\
& k^{\prime}(u) & & & \\
& & \cdot & & \\
& & & \cdot & \\
0 & & & &
\end{array}\right)
$$

and similarly for the antilinear operators. We reduce the triple product in $G$ in the usual way, i.e., if the multiplicity of 0 in $j_{1} \otimes j_{2} \otimes j_{3}$ is $M_{1}$, the first $M_{1}$ colums of the reduction matrix $U$ are the 3 jm symbols, with the other columns of $U$ being formed from the other ICR's in this triple product. Upon restriction to $K$ some of these may reduce to the identity ICR of $K$ and we would have the form

$$
\left(\begin{array}{cccccc}
I(u) & & & & & \\
& k_{4}(u) & & & & \\
& & k_{5}(u) & & & \\
& & & I(u) & & \\
& & & & \cdot & \\
& & & & & \\
& & & & & .
\end{array}\right)
$$

If we sum over the unitary elements $H^{\prime}$ of $K$, we shall certainly get the 3 jm symbols as in Eq. (5.3) but we shall also get the unitary elements from these other occurrences of the identity

$$
\begin{align*}
&\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}},\left(j_{1} j_{2} j_{3}\right)^{r_{1}}{ }_{n_{1} n_{2} n_{3}} \\
&+\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{2}, 2}\left(j_{1} j_{2} j_{3}\right)^{r_{2} j_{n, n_{2} n_{3}}} \\
& \quad= \frac{2}{|K|} \int_{H} j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{n_{2}}} j_{3}(u)^{m_{3}} d u \tag{10.1}
\end{align*}
$$

However, as $U$ is unitary, we may pick out a particular 3 jm symbol by orthogonality:

$$
\begin{align*}
\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}= & \frac{2}{|K|}\left(j_{1} j_{2} j_{3}\right)^{n_{1} n_{2} n_{3}}{ }_{r_{1}} \\
& \times \int_{H} j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{2}}{ }_{n_{2}} j_{3}(u)^{m_{3}} d u . \tag{10.2}
\end{align*}
$$

We let the reduction matrix of $\left(k_{1} \oplus \cdots\right) \otimes\left(k_{2} \oplus \cdots\right) \otimes\left(k_{3} \oplus \cdots\right)$ be $V$, and if the multiplicity of 0 in $k_{1} \otimes k_{2} \otimes k_{3}$ is $M_{2}$, the first $M_{2}$ columns of $V$ be the $3 j m$ symbols $\left(k_{1} k_{2} k_{3}\right)^{m, m_{2} m_{3}} r_{2}$. Then for $m_{1}, n_{1} \leqslant\left[k_{1}\right], m_{2}, n_{2} \leqslant\left[k_{2}\right], m_{3}, n_{3} \leqslant\left[k_{3}\right]$ we have

$$
\begin{aligned}
& \left(k_{1} k_{2} k_{3}\right)^{m_{1} m_{3} m_{3}}{ }_{r_{2}}\left(k_{1} k_{2} k_{3}\right)^{r_{2}}{ }_{n_{2} n_{2} n_{3}} \\
& \quad=\frac{2}{|K|} \int_{H} k_{1}(u)^{m_{1}}{ }_{n_{1}} k_{2}(u)^{m_{2}}{ }_{n_{2}} k_{3}(u)^{m_{1}}{ }_{n_{3}} d u
\end{aligned}
$$

$$
\begin{equation*}
=\frac{2}{|K|} \int_{H^{\prime}} j_{1}(u)^{m_{1}}{ }_{n_{1}} j_{2}(u)^{m_{x}} j_{3}(u)^{m_{3}}{ }_{n_{s}} d u \tag{10.3}
\end{equation*}
$$

For $m_{1} \leqslant\left[k_{1}\right]$ but $n_{1}>\left[k_{1}\right]$, etc., we may take the $3 j m$ symbols for $K$ as zero and substitute into Eq. (10.2) to give

$$
\begin{aligned}
& \left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}} \\
& \quad=\left(k_{1} k_{2} k_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{2}}\left(k_{1} k_{2} k_{3}\right)^{r_{2}}{ }_{n_{1} n_{2} n_{3}}\left(j_{1} j_{2} \dot{j}_{3}\right)^{n_{1} n_{2} n_{3}}{ }_{r_{1}} .
\end{aligned}
$$

Defining the isoscalar by
$\left(\begin{array}{lll}j_{1} & j_{2} & j_{3} \\ k_{1} & k_{2} & k_{3}\end{array}\right)_{r_{1}}^{r_{2}}=\left(k_{1} k_{2} k_{3}\right)^{r_{n_{1}, n_{3} n_{3}}}\left(j_{1} j_{2} j_{3}\right)^{n_{1} n_{2} n_{3}}{ }_{r_{1}}$,
gives us
$\left(j_{1} j_{2} j_{3}\right)^{m_{1} m_{2} m_{3}}{ }_{r_{1}}=\left(\begin{array}{lll}j_{1} & j_{2} & j_{3} \\ k_{1} & k_{2} & k_{3}\end{array}\right)_{r_{1}}^{r_{2}}\left(k_{1} k_{2} k_{3}\right)^{m_{1} m_{2} m_{3}}$,

As we might expect, the antilinear equations show the isoscalar is numerically real.

For a linear subgroup the analysis proceeds as above, but of course, as we have no antilinear operators, we have no reality condition. This is to be expected as we have a free choice of phase for 3 jm symbols of a linear group which we do not have for a grey group.

The properties of the isoscalar under permutations follow from the properties of the two sets of 3 jm symbols in Eq. (10.4). If $M(12,3)$ is the transposition matrix in $G$, and $N(12,3)$ the transposition matrix in $K$, from Eq. (8.5)

$$
\begin{align*}
& \left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
k_{1} & k_{2} & k_{3}
\end{array}\right)_{r_{1}}^{r_{2}} \\
& \quad=M(12,3)^{r_{3}}{ }_{r_{1}} N^{-1}(12,3)^{r_{2}}{ }_{r_{4}}\left(\begin{array}{lll}
j_{2} & j_{1} & j_{3} \\
k_{2} & k_{1} & k_{3}
\end{array}\right)_{r_{3}}^{r_{4}} . \tag{10.7}
\end{align*}
$$
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Shift operator techniques are used to treat the irreducible representations of the superalgebra $\operatorname{Osp}(2,1)$. Apart from obtaining the well known gradestar dispin representations which arise when the even part is the compact $\operatorname{SU}(2)$ algebra, the case when the star conditions on the even part are those satisfied by the noncompact $\operatorname{SU}(1,1)$ algebra is also treated. In this case no gradestar representations arise, and the star representations are found to consist of the direct sum of two discrete series representations of $S U(1,1)$. One of these representations can be realized in terms of functions of a single complex variable, and turns out to be a simple example of a metaplectic representation.

PACS numbers: 02.20.Qs

## 1. INTRODUCTION

The superalgebra $\operatorname{Osp}(2,1)$, which is the subject of this paper, has been considered by several authors. ${ }^{1-4}$ A basis for the even part of this algebra consists of the $\mathrm{SU}(2)$ [or $\mathrm{Sl}(2)$ ] generators $l_{0}, l_{ \pm}$, and the odd part has basis elements $q_{ \pm 1 / 2}$, which form a two-dimensional tensor representation of the $\mathrm{SU}(2)$ algebra. The commutation and anticommutation relations satisfied by these elements are:

$$
\begin{align*}
& {\left[l_{0}, l_{ \pm}\right]= \pm l_{ \pm}, \quad\left[l_{+}, l_{-}\right]=2 l_{0}} \\
& {\left[l_{0}, q_{ \pm 1 / 2}\right]= \pm \frac{1}{2} q_{ \pm 1 / 2}, \quad\left[l_{ \pm}, q_{\mp 1 / 2}\right]=q_{ \pm 1 / 2}}  \tag{1.1}\\
& \left\{q_{ \pm 1 / 2}, q_{ \pm 1 / 2}\right\}= \pm l_{ \pm}, \quad\left\{q_{1 / 2}, q_{-1 / 2}\right\}=-l_{0}
\end{align*}
$$

In this paper we classify the representations of $\operatorname{Osp}(2,1)$ using SU(2) shift operators developed by Hughes and Yadegar, ${ }^{5}$ restricting our considerations, however, to those representations which are star or gradestar. ${ }^{2}$ The case where the star (or Hermiticity) conditions on the even part are those appropriate for the $\operatorname{SU}(2)$ Lie algebra, namely $l_{o}^{\dagger}=l_{0}, l_{ \pm}^{\dagger}$ $=-l_{\mp}$, is dealt with first, and we merely rederive the well known dispin representations obtained by other authors. These turn out to be all gradestar, as was shown by Nahm, Rittenberg, and Scheunert. ${ }^{3}$

We then consider the case where the even part satisfies the star conditions $l_{0}^{\dagger}=l_{0}, l_{ \pm}^{\dagger}=-l_{\mp}$, in other words we look at representations of $\mathrm{Osp}(2,1)$ which subduce to the infinite dimensional Hermitian representations of the noncompact $\mathrm{SU}(1,1)$, or $\mathrm{Sl}(2)$, Lie algebra. Although the shift operator techniques of Hughes and Yadegar have been used for the analysis of representations of many different Lie algebras with respect to an $\mathrm{SU}(2)$ or $\mathrm{O}(3)$ subalgebra (see for instance Hughes and Backhouse ${ }^{6}$ and references therein), this is the first time they have been used for algebras containing the noncompact $\mathrm{SU}(1,1)$ subalgebra. Also, the author believes this to be the first case where the infinite dimensional irreducible representations of a simple superalgebra have been classified. The term " $\operatorname{Osp}(2,1)$ " is usually used to denote the case where the even part is $S U(2)$, so here we are extending the use of the term to cover the case where the even part of the superalgebra is $\operatorname{SU}(1,1)$.

In this case we find that no gradestar representations
can occur, but we get two classes of star representations, depending on whether we take $q_{ \pm 1 / 2}^{\dagger}=q_{\mp 1 / 2}$ or $q_{ \pm 1 / 2}^{\dagger}$ $=-q_{\mp 1 / 2}$. Both star conditions give rise to "dispin" representations, although again the term "dispin" is used rather loosely to include the case where the $\operatorname{SU}(1,1)$ Casimir $L^{2}$ has eigenvalues $l(l+1)$ where $l$ is nonpositive half-integral. We find that, for $q_{ \pm 1 / 2}^{\dagger}=q_{\mp 1 / 2}$, the irreducible star representations of $\operatorname{Osp}(2,1)$ consist of the direct sum of two $\mathrm{SU}(1,1)$ discrete series $D^{-}$representations, ${ }^{7}$ whereas if $q_{ \pm 1 / 2}^{\dagger}=-q_{\mp 1 / 2}$, we get two $D^{+}$representations of $\mathrm{SU}(1,1)$. Since the two cases give rise to mutually contragredient sets of star representations, only the latter case is considered in detail.

One of these representations, namely that for which $l$ has the values $-\frac{3}{4}$ and $-\frac{1}{4}$ turns out to be a particular example of a metaplectic representation, considered in more generality by Sternberg and Wolf. ${ }^{8}$ These authors show that every symplectic group $\operatorname{Sp}(2 m)$ has a special two-valued representation called the metaplectic representation, which is a reducible representation with two irreducible components. For the particular case where $m=1, S p(2) \simeq \operatorname{Sl}(2) \simeq S U(1,1)$ and the metaplectic representation is, at the Lie algebra level, just the above reducible "dispin" representation of $\mathrm{SU}(1,1)$.

Sternberg and Wolf also show that in the general case $\mathrm{Sp}(2 m)$ can be embedded in a larger algebra $\operatorname{Sp}(2 m)+\mathbb{R}^{2 m}$ which admits of a Hermitian structure with respect to which it becomes the orthosymplectic superalgebra $\operatorname{Osp}(2 m, 1)$. The metaplectic representation of $\operatorname{Sp}(2 m)$ extends to an irreducible representation of $\operatorname{Osp}(2 m, 1)$, which can be realized in terms of the space $\mathscr{H}$ of all holomorphic functions $f: \mathrm{C}^{m} \rightarrow \mathrm{C}$ such that $\delta|f(z)|^{2} \exp \left(-|z|^{2}\right) d \lambda(z)<\infty$, where $\lambda$ is the Lebesgue measure on $\mathbb{C}^{m}$. On restriction of the metaplectic representation to $\mathrm{Sp}(2 m)$, the two irreducible components are supported by the subspaces $\mathscr{H} \pm$ of $\mathscr{H}$, where $\mathscr{H}^{+}$and $\mathscr{H}^{-}$are the closed spans of the set of functions $z^{n}$ $\equiv\left(z_{1}^{n_{1}}, \ldots, z_{m}^{n_{m}^{\prime \prime}}\right), n_{\alpha} \in \mathbb{Z}$, with $|n|=\Sigma n_{\alpha}$ even and odd, respectively. The results of this paper show that for the case where $m=1$, the metaplectic representation of $\operatorname{Osp}(2,1)$ is generic in the sense that every irreducible star representation of $\operatorname{Osp}(2,1)$ shares this property of having precisely two irredu-
cible components on restriction to $\mathrm{Sp}(2) \simeq \mathrm{SU}(1,1)$.
Also, for the case where $m=1$, the central extension of $\operatorname{Sp}(2)+\mathbb{R}^{2}$, which we shall refer to in a following paper as $C\left(\mathbf{S l}(2)_{A} T^{2}\right)$, also has an irreducible representation which on restriction to $\mathrm{Sl}(2)$ yields the metaplectic representation. We shall show there that for this Lie algebra, the metaplectic representation is not generic, but in fact pathological, being the only "dispin" irreducible representation it possesses, and moreover the only irreducible representation it has in common with $\operatorname{Osp}(2,1)$.

In Sec. 2, we summarise the algebraic properties of $\operatorname{Osp}(2,1)$, and write down the shift operators which will be used in the analysis of its representations. In Sec. 3 we rederive the well-known representations of the compact version, and in Sec. 4 we classify the infinite dimensional representations of its noncompact version. Finally, in Sec. 5 we consider the metaplectic representation in more detail.

## 2. THE SUPERALGEBRA $O s p(2,1)$

The defining relations of $\operatorname{Osp}(2,1)$ have already been given in Eqs. (1.1). Osp(2,1) possesses a single invariant

$$
\begin{equation*}
K_{2}=L^{2}+\frac{1}{2}\left(q_{1 / 2} q_{-1 / 2}-q_{-1 / 2} q_{1 / 2}\right) \tag{2.1}
\end{equation*}
$$

where $L^{2}$ is the $\mathrm{SU}(2)$ Casimir operator, $L^{2}=l_{-} l_{+}+l_{0}^{2}$ $+l_{0}$. Now using Eqs. (1.1), one may show that
$\left(q_{1 / 2} q_{-1 / 2}-q_{-1 / 2} q_{1 / 2}\right)^{2}=L^{2}+\left(q_{1 / 2} q_{-1 / 2}-q_{-1 / 2} q_{1 / 2}\right)$, so one can derive the following relation satisfied by $K_{2}$ :

$$
\begin{equation*}
K_{2}^{2}=\left(L^{2}+\frac{1}{4}\right)\left(2 K_{2}-L^{2}\right) \tag{2.2}
\end{equation*}
$$

Given an irreducible representation (I.R.) of $\operatorname{Osp}(2,1)$ for which $K_{2}$ has the eigenvalue $\alpha$, then acting on a state $|l, m\rangle$ of the I.R. with both sides of Eq. (2.2), one obtains

$$
\begin{equation*}
\alpha=\frac{1}{2} l(2 l+1), \quad \text { or } \quad \frac{1}{2}(l+1)(2 l+1) \tag{2.3}
\end{equation*}
$$

The fact that $\alpha$ has the same value for all the states of the I.R. therefore shows that the range of permissible $l$ values is severely restricted by Eq. (2.3); in fact only two distinct $l$ values can arise, as we shall see shortly.

The shift operators we shall need in order to analyse the I.R. of $\operatorname{Osp}(2,1)$ are particular cases of more general operators derived by Hughes and Yadegar. ${ }^{5}$ These shift the eigenvalues $l$ and $m$ of $R$ and $l_{0}$ by $\pm \frac{1}{2}$, where $R(R+1) \equiv L^{2}$, when acting to the right on eigenstates of these operators, and are given by

$$
\begin{align*}
& O^{1 / 21 / 2}=q_{1 / 2}\left(R+l_{0}+1\right)+q_{-1 / 2} l_{+},  \tag{2.4}\\
& O^{-1 / 2,-1 / 2}=-q_{-1 / 2}\left(R+l_{0}\right)+q_{1 / 2} l_{-} .
\end{align*}
$$

The fact that there is only one pair of such operators means that no $l$-degenracies can occur within the I.R. of this algebra.

It will often be more convenient to use the normalized operators whose action on eigenstates $|l, m\rangle$ are related to those of the above operators by

$$
\begin{align*}
& A_{l}^{1 / 2}=(l+m+1)^{-1 / 2} O_{l, m}^{1 / 2,1 / 2} \\
& A_{l}^{-1 / 2}=(l+m)^{-1 / 2} O_{l, m}^{-1 / 2,-1 / 2} \tag{2.5}
\end{align*}
$$

The following $L^{2}$-commuting operators form the basis of the following analysis:

$$
\begin{align*}
& A_{l-1 / 2}^{1 / 2} A_{l}^{-1 / 2}=-l\left(2 K_{2}-(2 l+1)(l+1)\right),  \tag{2.6}\\
& A_{l+1 / 2}^{-1 / 2} A_{l}^{1 / 2}=(l+1)\left(2 K_{2}-l(2 l+1)\right) . \tag{2.7}
\end{align*}
$$

These two operators contain the whole structure of the irreducible representations in that minimum and maximum $l$ values are determined entirely by the vanishing of their eigenvalues. In addition to (2.6), (2.7), we also have the identities

$$
\begin{equation*}
A_{l+1 / 2}^{1 / 2} A_{l}^{1 / 2}=A_{l-1 / 2}^{-1 / 2} A_{l}^{-1 / 2}=0 \tag{2.8}
\end{equation*}
$$

These show that it is impossible to change the $l$ values of states within an I.R. of $\operatorname{Osp}(2,1)$ by more than $\frac{1}{2}$ so that only two distinct $l$ values occur, i.e., that the I.R. are "dispin". Hence $l$ must have a minimum value, $l_{-}=j$, say, for which $A_{j-1 / 2}^{1 / 2} A_{j}^{-1 / 2}=0$.

Using Eq. (2.6), this gives

$$
\begin{equation*}
j\left(2 K_{2}-(2 j+1)(j+1)\right)=0, \tag{2.9}
\end{equation*}
$$

so that we have two possibilities: $\mathrm{A}: K_{2}=\frac{1}{2}(2 j+1)(j+1)$ and $\mathrm{B}: j=0$.
A. Using $K_{2}=\frac{1}{2}(2 j+1)(j+1)$ in (2.6) and (2.7) gives

$$
\begin{align*}
& A_{j+1 / 2}^{-1 / 2} A_{j}^{1 / 2}|j\rangle=(j+1)(2 j+1)|j\rangle,  \tag{2.10}\\
& A_{j}^{1 / 2} A_{j+1 / 2}^{-1 / 2}\left|j+\frac{1}{2}\right\rangle=(j+1)(2 j+1)\left|j+\frac{1}{2}\right\rangle, \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
A_{j+1}^{-1 / 2} A_{j+1 / 2}^{1 / 2}\left|j+\frac{1}{2}\right\rangle=0 . \tag{2.12}
\end{equation*}
$$

Thus $l$ has the two values $j$ and $\left(j+\frac{1}{2}\right)$.
B. $j=0$. In this case we obtain from Eqs. (2.4) and (2.5)

$$
\begin{aligned}
& A_{1 / 2}^{-1 / 2} A_{0}^{1 / 2}|0\rangle=2 K_{2}|0\rangle \\
& A_{0}^{1 / 2} A_{1 / 2}^{-1 / 2}\left|\frac{1}{2}\right\rangle=-\frac{1}{2}\left(2 K_{2}-3\right)\left|\frac{1}{2}\right\rangle
\end{aligned}
$$

and $A_{1}^{-1 / 2} A_{1 / 2}^{1 / 2}\left|\frac{1}{2}\right\rangle=3\left(2 K_{2}-1\right)\left|\frac{1}{2}\right\rangle$. However, using Eqs. (2.3), we see that either $\langle 0| K_{2}|0\rangle=0$ or $\frac{1}{2}$, and either $\left\langle\frac{1}{2}\right| K_{2}\left|\frac{1}{2}\right\rangle=\frac{1}{2}$ or $\frac{3}{2}$. Since $K_{2}$ has the same value for both states, we see that $K_{2}=\frac{1}{2}$, in which case $A_{1}^{-1 / 2} A_{1 / 2}^{1 / 2}\left|\frac{1}{2}\right\rangle=0$, as we should expect since the I.R. must be dispin. However, $j=0, K_{2}=\frac{1}{2}$ is just a special case of A , so case B gives nothing new.

The actual permissible values of $j$ depend on the star or gradestar conditions imposed on $\operatorname{Osp}(2,1)$, and this we consider in the following sections.

## 3. FINITE DIMENSIONAL REPRESENTATIONS OF Osp(2,1)

We consider in this section those I.R. of $\operatorname{Osp}(2,1)$ satisfying star or gradestar conditions which on the even part of the algebra reduce to the usual Hermiticity conditions for $\operatorname{SU}(2)$, i.e., we require $l_{0}^{\dagger}=l_{0}$ and $l_{ \pm}^{+}=l_{\mp}$. First consider star (Hermiticity) conditions on the odd part of $\operatorname{Osp}(2,1)$, i.e., if $B$ is an odd operator and $\langle x \mid y\rangle$ is a positive definite bilinear form on the representation space, then $\left\langle B^{+} x \mid y\right\rangle$ $=\langle x \mid B y\rangle$, and $\left(B^{\dagger}\right)^{+}=B$. Now it is well known ${ }^{9}$ that when, as in this case, one has an even dimensional tensor representation of $S U(2)$, it is not possible to close the tensor representation with respect to the star operation, i.e., for our case, no complex, $a, b, c, d$ can be found such that

$$
q_{1 / 2}^{\dagger}=a q_{1 / 2}+b q_{-1 / 2} \cdot q_{-1 / 2}^{\dagger}=c q_{1 / 2}+d q_{-1 / 2}
$$

is compatible with the $\mathrm{SU}(2)$ Hermiticity conditions and the commutation relations in Eq. (1.1). Hence no star representations of $\operatorname{Osp}(2,1)$ can occur when the even part is taken to be $\mathbf{S U}(2)$.

One can, however, have gradestar representations. Let again $\langle x \mid y\rangle$ be a positive definite bilinear form on the representation space and $A$ an element of $\operatorname{Osp}(2,1)$. Then its gradestar adjoint $A$ is defined by ${ }^{2}$

$$
\begin{equation*}
\left\langle A^{ \pm} x \mid y\right\rangle=(-1)^{\alpha \xi}\langle x \mid A y\rangle, \tag{3.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
(A B)^{\mp}=(-1)^{\alpha \beta} B^{\ddagger} A^{\ddagger}, \quad\left(A^{\neq}\right)^{\ddagger}=(-1)^{\alpha} A \tag{3.2}
\end{equation*}
$$

where $\alpha, \beta, \xi$, are the degrees of $A, B$ and $|x\rangle$, respectively, i.e., $\alpha=1$ if $A$ is odd, $\alpha=0$ if $A$ is even, etc. In this section we still require $l_{0}^{\ddagger}=l_{0}, l_{ \pm}^{\ddagger}=l_{\mp}$; one can show that the odd part can be closed in selfconsistent manner with respect to the gradestar operation if and only if

$$
q_{1 / 2}^{ \pm}=b q_{-1 / 2}, \quad q_{-1 / 2}^{ \pm}=-b q_{-1 / 2}
$$

where $b$ is either 1 or -1 .
We now investigate what restrictions are imposed on the I.R. by these star conditions. First of all, the conditions on the even operators require that $l$, and therefore $j$, be nonnegative half-integral, i.e., $j=0, \frac{1}{2}, 1, \ldots$. [Actually, $j=-\frac{3}{2}$, $-2,-\frac{5}{2}, \ldots$ are also permissible but equivalent to the above due to the invariance of $l^{2}=l(l+1)$ under $\left.l \rightarrow-(l+1).\right]$ To proceed further we need the following Hermiticity properties of the shift operators, which can easily be worked out using results of Hughes and Yadegar ${ }^{5}$ :

$$
\begin{align*}
& \left(O^{1 / 2,1 / 2}\right)^{\ddagger}(2 R+1)=-b\left(O^{-1 / 2,-1 / 2}\right)(2 R)  \tag{3.3}\\
& \left(O^{-1 / 2,-1 / 2}\right)^{\ddagger}(2 R+1)=b\left(O^{1 / 2,1 / 2}\right)(2 R+2) \tag{3.4}
\end{align*}
$$

From these equations it is easy to show that

$$
\begin{align*}
\left\langle l \pm \frac{1}{2}\right| A_{l}^{ \pm 1 / 2}|l\rangle= & \mp b \frac{(2 l+1)}{(2 l+1 \pm 1)} \\
& \times\left\langle l \pm \frac{1}{2}\right|\left(A_{l \pm 1 / 2}^{-1 / 2}\right)^{\mp}|l\rangle \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
& \langle l| A_{I \pm 1 / 2}^{\mp 1 / 2} A_{l}^{ \pm 1 / 2}|l\rangle \\
&  \tag{3.6}\\
& \left.\quad= \pm b(-1)^{\xi} \frac{(2 l+1 \pm 1)}{(2 l+1)}\left|\left\langle l \pm \frac{1}{2}\right| A_{i}^{ \pm 1 / 2}\right| l\right\rangle\left.\right|^{2}
\end{align*}
$$

where $\xi$ is the degree of the states $\left|l \pm \frac{1}{2}\right\rangle$.
Now recall that $l$ has only two values within an I.R., namely $l=j$ or $\left(j+\frac{1}{2}\right)$, where $j$ is a nonnegative half- integer. Let the $l=j$ state have degree $\alpha$; thus using Eqs. (2.10) and (3.6) we obtain

$$
\begin{equation*}
\left.\left|\left\langle j+\frac{1}{2}\right| A_{j}^{1 / 2}\right| j\right\rangle\left.\right|^{2}=b(-1)^{\alpha+1}(2 j+1)^{2} / 2 . \tag{3.7}
\end{equation*}
$$

This shows that $b(-1)^{c+1}=1$, so if $b=1$, the $l=j$ state must be odd in order to preserve the star conditions; if $b=-1$, then the $l=j$ state must be even.

Using (3.7), it is now easy to show that, with a suitable choice of relative phase for the states,
$q_{1 / 2}|j, m\rangle=\left[\frac{(j+m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle$,

$$
\begin{align*}
& q_{-1 / 2}|j, m\rangle=\left[\frac{(j-m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m-\frac{1}{2}\right\rangle, \\
& q_{1 / 2}\left|j+\frac{1}{2}, m\right\rangle=\left[\frac{(j-m+(1 / 2))}{2}\right]^{-1 / 2}\left|j, m+\frac{1}{2}\right\rangle,  \tag{3.8}\\
& q_{-1 / 2}\left|j+\frac{1}{2}, m\right\rangle=-\left[\frac{(j+m+(1 / 2))}{2}\right]^{1 / 2}\left|j, m-\frac{1}{2}\right\rangle .
\end{align*}
$$

The results obtained here are in complete agreement with those obtained by Nahm, Rittenberg, and Scheunert. ${ }^{3}$

## 4. INFINITE DIMENSIONAL REPRESENTATIONS OF Osp(2,1)

We now consider I.R. of $\operatorname{Osp}(2,1)$ for which the star (or gradestar) conditions on the even part of the algebra are those appropriate to the noncompact $\mathrm{SU}(1,1)[\operatorname{or} \mathrm{Sl}(2, R)$, or $\mathrm{Sp}(2)]$ algebra, i.e., we require $l_{0}^{\dagger}=l_{0}, l_{ \pm}^{+}=-l_{\mp}$. The situation here is the reverse of that of the last section, in that now no gradestar representations can arise; it is a straightforward matter to check this and so we omit the details here. On the other hand, the star conditions $q_{ \pm 1 / 2}^{\dagger}=b q_{\mp 1 / 2}$ are easily seen to be compatible with the commutation relations and $l^{\dagger}=-l_{\mp}$ provided $b= \pm 1$. We shall give detailed analysis for the case $b=-1$, and just state the results for $b=+1$.

For the case where $q_{ \pm 1 / 2}^{+}=-q_{\mp 1 / 2}$, one obtains the following analogs of Eqs. (3.3) and (3.4):

$$
\begin{align*}
& \left(O^{1 / 2,1 / 2}\right)^{\dagger}(2 R+1)=\left(O^{-1 / 2--1 / 2}\right)(2 R),  \tag{4.1}\\
& \left.O^{-1 / 2,-1 / 2}\right)^{( }(2 R+1)=\left(O^{1 / 2,1 / 2}\right)(2 R+2) . \tag{4.2}
\end{align*}
$$

From these one obtains

$$
\begin{align*}
& \left\langle l \pm \frac{1}{2}, m \pm \frac{1}{2}\right| O_{l, m}^{ \pm 1 / 2, \pm 1 / 2}|l, m\rangle \\
& \quad=\frac{(2 l+1)}{(2 l+1 \pm 1)}\left\langle l \pm \frac{1}{2}, m \pm \frac{1}{2}\right|\left(O_{l \pm 1 / 2, m \pm 1 / 2}^{\mp 1 / 2 \mp 1 / 2}\right)^{\dagger}|l, m\rangle \tag{4.3}
\end{align*}
$$

and

$$
\begin{align*}
& \langle l, m| O_{l \pm 1, m \pm 1}^{\mp 1 / 2, \mp 1 / 2} O_{l, m}^{ \pm 1 / 2 \pm 1 / 2}|l, m\rangle \\
& \left.\quad=\frac{(2 l+1 \pm 1)}{(2 l+1)}\left|\left\langle l \pm \frac{1}{2}, m \pm \frac{1}{2}\right| O_{l, m}^{ \pm 1 / 2 \pm 1 / 2}\right| l, m\right\rangle\left.\right|^{2} \tag{4.4}
\end{align*}
$$

The reason that, unlike in the last section, we give relations for the $O \pm 1 / 2, \pm 1 / 2$ rather than the normalized $A \pm 1 / 2$ here is because since we are now dealing with the $\mathrm{SU}(1,1)$ subalgebra, whose I.R.'s are somewhat more complicated than those of SU(2), we need to take more careful account of the internal structure of these I.R.

From (4.3) and (4.4), we see that $O^{-1 / 2 .-1 / 2} O^{1 / 2,1 / 2}$ is positive for $l<-1$ and for $l>-\frac{1}{2}$, but negative for $-1<l<-\frac{1}{2}$. On the other hand, $O^{1 / 2,1 / 2} O^{-1 / 2,-1 / 2}$ is positive for $l<-\frac{1}{2}$ and for $l>0$, but negative for $-\frac{1}{2}<l<0$.

Before proceeding, we give a brief summary of the I.R. of $\operatorname{SU}(1,1)$. These fall into four classes (apart from the trivial representation): the principal series $D^{P}$ for which $l=-\frac{1}{2}+i \rho$, where $\rho$ is an arbitrary real number and where $m$ takes on an infinity of values differing from one another by integral amounts; the supplementary series $D^{s}$ for which
$-1<l<0$ and $m$ again has an infinity of values; the positive discrete series $D^{+}$for which $l$ is an arbitrary real number and $m$ has a minimum but no maximum value, and finally the negative discrete series $D^{-}$for which again $l$ is an arbitrary real number but now $m$ has a maximum but no minimum value. Note that in the case of $D \pm$, since the eigenvalue $l(l+1)$ of $L^{2}$ is unchanged by the replacement $l \rightarrow-(l+1)$, there is symmetry about $l=-\frac{1}{2}$, i.e., for every I.R. corresponding to an $l$ value $>-\frac{1}{2}$, there is an equivalent I.R. for which $l<-\frac{1}{2}$. One could therefore restrict $l$ to either of these ranges with no loss of generality, but usually one takes $l<-\frac{1}{2}$ to distinquish these I.R. from the I.R. of $\mathrm{SU}(2)$ for which one conventionally takes $l \geqslant 0$. Here we shall actually find it more convenient to take $l<0$ rather than $l<-\frac{1}{2}$ for reasons that will become apparent.

To return to the I.R. of $\operatorname{Osp}(2,1)$, recall that $l$ has two values, $j$ and $j+\frac{1}{2}$. Since if $j=-\frac{1}{2}+i \rho$ then $j+\frac{1}{2}=i \rho$, which is not a permissible value of $l$ for an I.R. of $\operatorname{SU}(1,1)$, i.e., which violates the star conditions on $l_{ \pm}$, we see that the principal series $D^{P}$ of $S U(1,1)$ cannot occur. To see which of $D^{S}$ or $D^{ \pm}$occur, we use the positivity and negativity conditions for the $O^{\mp 1 / 2, \mp 1 / 2} O \pm 1 / 2, \pm 1 / 2$ stated above.

Now we saw in Sec. 2 that

$$
\begin{align*}
& \langle j, m| O^{-1 / 2,-1 / 2} O^{1 / 2,1 / 2}|j, m\rangle \\
& \quad=\left\langle j+\frac{1}{2}, m+\frac{1}{2}\right| O^{1 / 2,1 / 2} O^{-1 / 2-1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle \\
& \quad=(j+m+1)(j+1)(2 j+1) . \tag{4.5}
\end{align*}
$$

Using (4.5) together with the positivity and negativity conditions on the operator, we see that the star conditions are always obeyed if $(j+m+1) \geqslant 0$ and never obeyed if $(j+m+1)<0$. Hence for the $l=j$ state we must have $m \geqslant-(j+1)$, so $m$ has a minimum value and hence the I.R. of $\mathrm{SU}(1,1)$ which occur are the positive discrete $D^{+}$ representations.

Choosing the relative phases of the states appropriately we obtain from Eqs. (4.4) and (4.5):

$$
\begin{align*}
& O^{1 / 2,1 / 2}|j, m\rangle \\
& \quad=(2 j+1)\left[\frac{(j+m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle,  \tag{4.6}\\
& O^{-1 / 2,-1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle \\
& \quad=(j+1)[2(j+m+1)]^{1 / 2}|j, m\rangle . \tag{4.7}
\end{align*}
$$

From these one obtains the following actions of $q_{ \pm 1 / 2^{\prime}}$ together with those of $l_{ \pm}$

$$
\begin{align*}
& q_{1 / 2}|j, m\rangle=\left[\frac{(j+m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle,  \tag{4.8}\\
& q_{-1 / 2}|j, m\rangle=\left[\frac{-(j-m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m-\frac{1}{2}\right\rangle,  \tag{4.9}\\
& q_{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle=\left[\frac{-(j-m)}{2}\right]^{1 / 2}|j, m+1\rangle,  \tag{4.10}\\
& q_{-1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle=-\left[\frac{(j+m+1)}{2}\right]^{1 / 2}|j, m\rangle,  \tag{4.11}\\
& l_{+}|l, m\rangle=[-(l-m)(l+m+1)]^{1 / 2}|l, m+1\rangle,  \tag{4.12}\\
& l-|l, m\rangle=-[-(l+m)(l-m+1)]^{1 / 2}|l, m-1\rangle, \tag{4.13}
\end{align*}
$$

where in the last two equations $l=j$ or $j+\frac{1}{2}$.
The question as to what is the minimum $m$ value for the two $D^{+}$occuring in the above $l=j, j+\frac{1}{2} \mathrm{I}$.R. of $\operatorname{Osp}(2,1)$ needs to be answered with care, and we need to consider again the above-mentioned invariance of the set of I.R. of $\mathrm{SU}(1,1)$ under the replacement $l \rightarrow-(l+1)$. When $l \geqslant 0$, in order to satisfy the $\mathrm{SU}(1,1)$ star conditions $l_{-} l_{+}$
$=(l-m)(l+m+1) \leqslant 0$ and $l_{+} l_{-}$
$=(l+m)(l-m+1) \leqslant 0$, we see from Eq. (4.13) that $m$ has the minimum value $\underline{m}=(l+1)$. Similarly if $l \leqslant 1$, the star conditions require $\underline{m}=-l$, and for any $D^{+}$corresponding to an $l>0$, the replacement $l \rightarrow-(l+1)$ yields an equivalent $D^{+}$corresponding to an $l \leqslant-1$.

When $-1<l<0$, the situation is more complicated. If $-\frac{1}{2}<l<0$, then we still get a $D^{+}$with $\underline{m}=(l+1)$, but now, as can easily be checked, the star conditions are also satisfied if $\underline{m}=-l$. Similarly, if $-1<l<-\frac{1}{2}$, we still get a $D^{+}$with $\underline{m}=-l$, which is equivalent to a $D^{+}$with $-\frac{1}{2}<l<0$ and $\underline{m}=(l+1)$, but we can now also have a $D^{+}$ with $\underline{m}=(l+1)$ which is equivalent to a $D^{+}$with $-\frac{1}{2}<l<0$ and $\underline{m}=-l$. Hence we get two, not just one, inequivalent $D^{+}$for any $l$ where $-1<l<0$.

Thus, for the I.R. $l=j, j+\frac{1}{2}$ of $\operatorname{Osp}(2,1)$, we see that if $j \leqslant-1$, then there is a $D^{+}$with $l=j$ and $\underline{m}=-j$ coupled by the $q_{ \pm 1 / 2}$ to a $D^{+}$with $l=j+\frac{1}{2}$ and $\underline{m}=-\left(j+\frac{1}{2}\right)$. However, if $-1<j<-\frac{1}{2}$, we can either have an I.R. of Osp(2,1) containing a $D^{+}$with $l=j$ and $\underline{m}=-j$ coupled to a $D^{+}$with $l=j+\frac{1}{2}$ and $\underline{m}=-\left(j+\frac{1}{2}\right)$, or we can have an I.R. of $\operatorname{Osp}(2,1)$ containing a $D^{+}$with $l=j$ and $\underline{m}=(j+1)$ coupled to a $D^{+}$with $l=j+\frac{1}{2}$ and $\underline{m}=\left(j+\frac{3}{2}\right) ;$ thus for any $j \leqslant-1$ there is just one I.R. of $\operatorname{Osp}(2,1)$, but for a $j$ with $-1<j<-\frac{1}{2}$, there are two inequivalent I.R.'s of $\mathrm{Osp}(2,1)$.

There is just one exception to this, nemaly the case when $j=-\frac{3}{4}$, so $l=-\frac{3}{4},-\frac{1}{4}$. In this case $l(l+1)=-\frac{3}{16}$ for both $l$ values since they are symmetrically spaced either side of $-\frac{1}{2}$, so the representation of $\operatorname{Osp}(2,1)$ where $l=-\frac{3}{4}$, $\underline{m}=\frac{3}{4}$ and $l=-\frac{1}{4}, \underline{m}=\frac{1}{4}$ is in fact equivalent to the representation where $l=-\frac{3}{4}, \underline{m}=\frac{1}{4}$ and $l=-\frac{1}{4}, \underline{m}=\frac{3}{4}$. This is the metaplectic representation which we shall consider in more detail in the following section.

Finally in the section we summarise the I.R. obtained for the star condition $q_{ \pm 1 / 2}^{\dagger}=q_{\mp 1 / 2}$. In this case the star condition obtained for $O \neq 1 / 2, \mp 1 / 2 O \pm 1 / 2, \pm 1 / 2$ require that any $|j, m\rangle$ state of the I.R. must have $m \leqslant-(j+1)$, so here $m$ has a maximum value and the negative discrete representations $D^{-}$of $\operatorname{SU}(1,1)$ occur. The action of $q_{ \pm 1 / 2}$ on $|j, m\rangle$ and $\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle$ for this case are

$$
\begin{align*}
& q_{1 / 2}|j, m\rangle=\left[\frac{-(j+m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle,  \tag{4.14}\\
& q_{-1 / 2}|j, m\rangle=\left[\frac{(j-m+1)}{2}\right]^{1 / 2}\left|j+\frac{1}{2}, m-\frac{1}{2}\right\rangle,  \tag{4.15}\\
& q_{1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle=\left[\frac{(j-m)}{2}\right]^{1 / 2}|j, m+1\rangle, \tag{4.16}
\end{align*}
$$

$$
\begin{equation*}
q_{-1 / 2}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle=\left[-\frac{(j+m+1)}{2}\right]^{1 / 2}|j, m\rangle \tag{4.17}
\end{equation*}
$$

and the actions of $l_{ \pm}$are as given in Eqs. (4.12) and (4.13).
If $j \leqslant-1$, then there is a unique I.R. of $\operatorname{Osp}(2.1)$ with a $D^{-}$with $l=j$ and $\bar{m}=j$ coupled by the $q_{ \pm 1 / 2}$ to a $D^{-}$with $l=j+\frac{1}{2}$ and $\bar{m}=j+\frac{1}{2}$. If $-1<j<-\frac{1}{2}$, there is in addition an I.R. of $\operatorname{Osp}(2,1)$ containing a $D^{-}$with $l=j$ and $\bar{m}=-(j+1)$ coupled to a $D^{-}$with $l=j+\frac{1}{2}$ and $\bar{m}=-\left(j+\frac{3}{2}\right)$, except for the case where $j=-\frac{3}{4}$ when the two I.R.'s of $\operatorname{Osp}(2,1)$ so obtained are in fact equivalent, this being the counterpart for $q_{ \pm 1 / 2}^{\dagger}=q_{\mp 1 / 2}$ of the metaplectic representation discussed above and in the following section.

## 5. THE METAPLECTIC REPRESENTATION

In this section we shall consider in more detail the $j=-\frac{3}{4}$ I.R. of $\operatorname{Osp}(2,1)$, which we refer to as the metaplectic representation since on restriction to $\mathrm{SU}(1,1)$ it yields the metaplectic representation of that algebra. ${ }^{8}$ The states of the representation are $|l, m\rangle=\left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle,\left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle$. where $n=0,1,2, \ldots$, and the actions of the elements of $\operatorname{Osp}(2,1)$ on these states are given by

$$
\begin{align*}
& q_{1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle=\left[\frac{n+1}{2}\right]^{1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+(n+1)\right\rangle  \tag{5.1}\\
& q_{-1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle=-\left[\frac{2 n+1}{4}\right]^{1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle  \tag{5.2}\\
& q_{1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle=\left[\frac{2 n+1}{4}\right]^{1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle  \tag{5.3}\\
& q_{-1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle=-\left[\frac{n}{2}\right]^{1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+(n-1)\right\rangle  \tag{5.4}\\
& l_{+} \mid\left.-\frac{3}{4}, \frac{3}{4}+n\right\rangle \\
&=\left[\frac{(n+1)(2 n+3)}{2}\right]^{1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+(n+1)\right\rangle  \tag{5.5}\\
& l_{-} \mid\left.-\frac{3}{4}, \frac{3}{4}+n\right\rangle \\
&=-\left[\frac{n(2 n+1)}{2}\right]^{1 / 2}\left|-\frac{3}{4}, \frac{3}{4}+(n-1)\right\rangle  \tag{5.6}\\
& l_{+} \mid\left.-\frac{1}{4}, \frac{1}{4}+n\right\rangle \\
&=\left[\frac{(n+1)(2 n+1)}{2}\right]^{1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+(n+1)\right\rangle  \tag{5.7}\\
& l_{-} \mid\left.-\frac{1}{4}, \frac{1}{4}+n\right\rangle \\
&=-\left[\frac{n(2 n-1)}{2}\right]^{1 / 2}\left|-\frac{1}{4}, \frac{1}{4}+(n-1)\right\rangle \tag{5.8}
\end{align*}
$$

The metaplectic representation of $\operatorname{SU}(1,1)$, has been considered, explicitly or implicitly, by many authors, ${ }^{10-12}$ the most extensive work being due to Sternberg and Wolf. ${ }^{8}$ Let $z$ be a complex variable; then the above operators can be realized as

$$
\begin{align*}
& l_{0}=\frac{1}{4} z(d / d z)+\frac{1}{4} I, \quad l_{+}=(i / 2) z^{2} \\
& l_{-}=(i / 2)\left(d^{2} / d z^{2}\right),  \tag{5.9}\\
& q_{1 / 2}=\frac{1}{2} e^{-3 i \pi / 4} z, \quad q_{-1 / 2}=\frac{1}{2} e^{-i \pi / 4}(d / d z) . \tag{5.10}
\end{align*}
$$

A simple calculation verifies that $L^{2}=-\frac{3}{16}, K^{2}=-\frac{1}{16}[$ in-
cidentally this is the minimum possible value of $K_{2}$ for any star representation of $\operatorname{Osp}(2,1)$ ], so only the metaplectic representation can be realized in this way.

The states of the representation can be realized in terms of powers of $z$ as follows:

$$
\begin{align*}
& \left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle=\frac{i^{n} z^{2 n+1}}{[2 \pi(2 n+1)!]^{1 / 2}},  \tag{5.11}\\
& \left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle=\frac{i^{(n+3 / 2)} z^{2 n}}{[2 \pi(2 n)!]^{1 / 2}} \tag{5.12}
\end{align*}
$$

where the constants of proportionality have been chosen to exactly correspond to the actions of the operators as given by Eq. (5.1)-(5.8).

In this realization, the star conditions $l_{0}^{\dagger}=l_{0}, l_{ \pm}^{\dagger}$ $=-l_{ \pm}, q_{ \pm 1 / 2}^{\dagger}=-q_{\mp 1 / 2}$ reduce to the Fock condition $(d / d z)^{\dagger}=z$. The inner product on the ring of polynomials in $z$ for which the Fock condition is satisfied, and with respect to which the states $\left|-\frac{3}{4}, \frac{3}{4}+n\right\rangle,\left|-\frac{1}{4}, \frac{1}{4}+n\right\rangle, n=0,1,2, \ldots$, are orthonormal, is given by
$\left(\sum_{s=0}^{\infty} a_{s} z^{s}, \sum_{t=0}^{\infty} b_{t} z^{t}\right)=2 \pi \sum_{s=0}^{\infty} s!\bar{a}_{s} b_{s}$.
This inner product can be expressed as an integral in more ways than one. Sternberg and Wolf ${ }^{8}$ realize the metaplectic representation in terms of the space $\mathscr{H}$ of all holomorphic $f: \mathbb{C} \rightarrow \mathbb{C}$ such that $\int|f(z)|^{2} \exp \left(-|z|^{2}\right) d \lambda(z)<\infty$, where $\lambda$ is Lebesque measure on C . Then the inner product which corresponds to (5.13) can be expressed as

$$
\begin{equation*}
(f, g)=2 \int f(z) \overline{g(z)} \exp \left(-|z|^{2}\right) d \lambda(z) \tag{5.14}
\end{equation*}
$$

An alternative method of expressing the inner product is as follows. Let $\Gamma$ be the unit circle with origin as center in $\mathbb{C}$, and for any $f: \Gamma \rightarrow \Gamma$, denote by $L_{f}$ the Laplace transform of $f$. Denote by $\mathscr{H}^{\prime}$ the space of all $f$ such that $\oint_{\Gamma} L_{f}(\bar{z}) f(z) d z$ $<\infty$. Then the inner product on $\mathscr{H}^{\prime}$ which corresponds to (5.13) is

$$
\begin{equation*}
(f, g)=-i \oint_{\Gamma} \overline{L_{f}(\bar{z})} g(z) d z \tag{5.15}
\end{equation*}
$$

Clearly in this definition of $\mathscr{H}^{\prime}$ and the inner product, $\Gamma$ could be replaced by any smooth contour in $\mathbb{C}$ which encircles the origin and does not intersect itself.

We see that the two component I.R.'s of $\mathrm{SU}(1,1)$ contained in the metaplectic representation of $O \operatorname{sp}(2,1)$ are supported by the subspaces of $\mathscr{H}$ consisting of, respectively, even and odd functions of $z$. This is just a particular example of the more general result of Sternberg and Wolf ${ }^{8}$ for the metaplectic representation of $S p(n)$ quoted in the introduction to this paper.

In a following paper the star representations of the central extension of the semi-direct product Lie algebra $\mathrm{SU}(1,1)_{\Lambda} T^{2}$ will be classified. There we shall find one I.R. which can also be realized in terms of the metaplectic representation.

## ACKNOWLEDGMENTS

The author would like to thank Dr. R.B. Jones of the Physics Department at Queen Mary College, and Dr. N.B.

Backhouse of the Department of Applied Mathematics and Theoretical Physics at Liverpool University for helpful discussions.

[^1]${ }^{4}$ L. Corwin, Y. Ne'eman, and S. Sternberg, Rev. Mod. Phys. 47, 573 (1975).
${ }^{\text {J J.W.B. Hughes and J. Yadegar, J. Math. Phys. 19, } 2068 \text { (1978). }}$
${ }^{6}$ N.B. Backhouse and J.W.B. Hughes, J. Math. Phys. 20, 1545 (1979).
${ }^{7}$ A.O. Barut and C. Fronsdal, Proc. R. Soc. A 289, 532 (1965).
${ }^{*}$ S. Sternberg and J.A. Wolf, Trans. Am. Math. Soc. 238, 1 (1978).
${ }^{9}$ A.R. Edmonds, Angular Momentum in Quantum Mechanics (Princeton
U. P., Princeton, New Jersey, 1957).
${ }^{10}$ V. Bargmann, Analytic Methods in Mathematical Physics (Gordon and Breach, London, 1970), pp. 27-63.
${ }^{11}$ C. Itzykson, Commun. Math. Phys. 4, 92 (1967).
${ }^{12}$ D. Shale, Trans. Am. Math. Soc. 103, 149 (1962).

# Subgroups of Lie groups and separation of variables ${ }^{\text {a) }}$ 

W. Miller, Jr.<br>School of Mathematics, University of Minnesota, Minneapolis, Minnesota 55455<br>J. Patera and P. Winternitz<br>Centre de recherches mathématiques, Université de Montréal, Montréal, Québec, Canada

(Received 4 December 1978; accepted for publication 11 September 1979)


#### Abstract

Separable systems of coordinates for the Helmholtz equation $\Delta_{d} \Psi=E \Psi$ in pseudo-Riemannian spaces of dimension $d$ have previously been characterized algebraically in terms of sets of commuting second order symmetry operators for the operator $\Delta_{d}$. They have also been characterized geometrically by the form that the metric $d s^{2}=g_{i k}(x) d x^{i} d x^{k}$ can take. We complement these characterizations by a group theoretical one in which the second order operators are related to continuous and discrete subgroups of $G$, the symmetry group of $\Delta_{d}$. For $d=3$ we study all separable coordinates that can be characterized in terms of the Lie algebra $L$ of $G$ and show that they are of eight types, seven of which are related to the subgroup structure of $G$. Our method clearly generalizes to the case $d>3$. Although each separable system corresponds to a pair of commuting symmetry operators, there do exist pairs of commuting symmetries $S_{1}, S_{2}$ that are not associated with separable coordinates. For subgroup related operators we show in detail just which symmetries $S_{1}, S_{2}$ fail to define separation and why this failure occurs.


PACS numbers: 02.20.Qs

## I. INTRODUCTION

The purpose of this article is to investigate the relationship between separation of variables in the Helmholtz equation for a pseudo-Riemannian space and the subgroup structure of the invariance Lie group of the equation. The article thus brings together the results of three different research programs that have been actively pursued during the past few years. These are (i) a systematic algebraic approach to the separation of variables in p.d.e. ${ }^{1-18}$; (ii) the classification of Lie subgroups of Lie groups ${ }^{1,19-28}$; (iii) applications of discrete subgroups of Lie groups. ${ }^{29-33}$

Historically, the approach to separation of variables has been in terms of Riemannian and differential geometry. ${ }^{34-38}$ In the algebraic approach ${ }^{1-18}$ for a $d$-dimensional manifold the Helmholtz equation

$$
\begin{equation*}
\Delta_{d} \Psi=E \Psi(x) \tag{1.1}
\end{equation*}
$$

is considered, where $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right)$ is a local coordinate system and $\Delta_{d}$ is the Laplace-Beltrami operator on the manifold. It is assumed that Eq. (1.1) has the Lie symmetry group $G$. Its Lie algebra $L$ consists of first order linear operators $X$ satisfying $\left[\Delta_{d}, X\right]=0$, and we choose a basis $\left\{X_{1}, \ldots X_{n}\right\}$ for $L$. Separable coordinates for Eq. (1.1) are associated with $(d-1)$-tuplets of commuting second-order symmetry operators $\left\{S_{\alpha}\right\}$ for $\Delta_{d}$. A classification of the sets of operators $\left\{S_{\alpha}\right\}$ into orbits under the action of $G$ provides a classification of separable systems of coordinates. The separable functions

$$
\begin{equation*}
\Psi(x)=\prod_{i=1}^{d} f_{i}\left(\xi_{i}\right) \tag{1.2}
\end{equation*}
$$

[^2]are the common eigenfunctions of the operators $\Delta_{d}$ and $S_{\alpha}$ $(1 \leqslant \alpha \leqslant d-1)$.

There are some puzzling aspects to the algebraic approach. First of all, while there is a mechanical procedure for computing the symmetries $\left\{S_{\alpha}\right\}$ from a separable system of coordinates, the precise relationship between the $\left\{S_{\alpha}\right\}$ and the subgroup structure of $G$ has remained unclear. Furthermore, there exist commuting symmetries $\left\{S_{a}\right\}$ that do not correspond to any separable coordinates at all! The discovery of practical criteria to determine precisely which commuting symmetries lead to variable separation remains one of the most important problems in this theory. Here we show for $d=3$ the relation between the subgroup structure of $G$ and the coordinate systems yielding separation of variables for the Helmholtz equation on the manifold. (This analysis clearly generalizes to the case $d>3$.) Furthermore, for subgroup related operators $\left\{S_{\alpha}\right\}$ we show in detail which symmetries fail to define variable separation and why this failure occurs.

Section 2 is devoted to the general theory. We show that separable coordinates fall into different classes, depending on how many of the operators in the set $\left\{S_{\alpha}\right\}$ are squares of the linear operators $X$ (these correspond to Abelian subgroups of $G$ ), how many are invariant operators of nonAbelian Lie subgroups, and how many are invariants of discrete subgroups. In Sec. 3 we treat three-dimensional manifolds of constant curvature in some detail.

## 2. GENERAL THEORY

Let $\Delta_{d}$ be the Laplace-Beltrami operator on a $d$-dimensional pseudo-Riemannian manifold with metric $d s^{2}=\sum_{i, j=1}^{d} g_{i j} d x^{i} d x^{j}$, i.e.,

$$
\begin{equation*}
\Delta_{d} \Psi=\sum_{i, j} g^{-1 / 2} \partial_{i}\left(g^{1 / 2} g^{i j} \partial_{j} \psi\right), \tag{2.1}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{i j}\right), \partial_{i}=\partial / \partial x^{i}$, and $\Sigma_{j} g^{i j} g_{j k}=\delta_{k}^{i}$. The Helmholtz equation for this manifold is

$$
\begin{equation*}
\Delta_{d} \Psi=E \Psi \tag{2.2}
\end{equation*}
$$

where $E$ is a nonzero constant. In Refs. 17 and 18 the possible coordinate systems that permit separation of variables for the Helmholtz equation have been classified in the cases $d=2,3,4$. The classification of separable types is closely related to the symmetry algebra of Eq. (2.2). A first order symmetry operator $X$ for Eq. (2.2) is an operator

$$
\begin{equation*}
X=\sum_{i=1}^{d} \xi_{i}\left(x^{j}\right) \partial_{i} \tag{2.3}
\end{equation*}
$$

such that $\left[X, \Delta_{d}\right]=0$, where $[\cdot, \cdot]$ is the usual commutator of differential operators. (This is equivalent to the assertion that $\left\{\xi_{i}\right\}$ is a Killing vector.) The set of all first order symmetries of Eq. (2.2) forms a Lie algebra $L$ with $\operatorname{dim} L \leqslant d(d+1) / 2$. If $\left\{x^{1}, \ldots, x^{d}\right\}$ is a separable system for Eq. (2.2), we say the variable $x^{1}$ is ignorable provided $X=\partial_{1} \in L$, i.e., provided the tensor $g_{i j}$ in these coordinates is independent of $x^{1}$.

In this paper we restrict ourselves to the case $d=3$. For $d=3$ each separable system $\left\{x^{1}, x^{2}, x^{3}\right\}$ is characterized by a pair of second order differential operators $\left\{S_{1}, S_{2}\right\}$ such that

$$
\begin{equation*}
\left[S_{1}, S_{2}\right]=0,\left[S_{j}, \Delta_{3}\right]=0, \quad j=1,2 \tag{2.4}
\end{equation*}
$$

Here the corresponding separable solutions $\psi=A\left(x^{1}\right) B\left(x^{2}\right) C\left(x^{3}\right)$ of Eq. (2.3) have the characterization

$$
\begin{equation*}
S_{j} \psi=\lambda_{j} \psi, \quad j=1,2 \tag{2.5}
\end{equation*}
$$

where the eigenvalues $\lambda_{j}$ are separation constants.
As shown in Ref. 17 the separable systems are of eight distinct types: (I) Three ignorable variables:

$$
\begin{align*}
& d s^{2}=\left(d x^{1}\right)^{2}+\left(d x^{2}\right)^{2}+\epsilon\left(d x^{3}\right)^{2}, \epsilon= \pm 1 \\
& S_{1}=\partial_{1}^{2}, S_{2}=\partial_{2}^{2} \tag{2.6}
\end{align*}
$$

Here, $L$ contains a three-dimensional Abelian subalgebra generated by $L_{j}=\partial_{j}, j=1,2,3$, and the manifold is flat.
Note that the operator $S_{3}=\partial_{3}^{2}$ is automatically diagonalized in this case. (II) Two ignorable variables:
$d s^{2}=\sum_{i, j=1}^{3} g_{i j}\left(x^{3}\right) d x^{i} d x^{j}, \quad S_{1}=\partial_{1}^{2}, S_{2}=\partial_{2}^{2}$.
Here, $L$ contains a two-dimensional Abelian subalgebra $A$ generated by $L_{j}=\partial_{j}, j=1,2$. The coordinates may be nonorthogonal. The subalgebra $A$ must be maximal Abelian since otherwise the system would be type I. (III) One ignorable variable: This case splits into four subtypes, for each of which $L$ contains the operator $L_{1}=\partial_{1}$, and we have $S_{1}=\partial_{1}^{2}$ : (III ${ }_{1}$ ) Centralizer coordinates (orthogonal):
$d s^{2}=\left(d x^{1}\right)^{2}+\left(\sigma_{2}\left(x^{2}\right)+\sigma_{3}\left(x^{3}\right)\right)\left[\left(d x^{2}\right)^{2}+\epsilon\left(d x^{3}\right)^{2}\right]$,

$$
\begin{equation*}
S_{2}=\frac{1}{\sigma_{2}+\sigma_{3}}\left[\sigma_{3} \partial_{2}^{2}-\epsilon \sigma_{2} \partial_{3}^{2}\right] \tag{2.8}
\end{equation*}
$$

( $\mathrm{III}_{2}$ ) Centralizer coordinates (nonorthogonal):

$$
\begin{align*}
& d s^{2}=\sigma_{2}\left[\sigma_{3}\left(d x^{2}\right)^{2}+2 d x^{1} d x^{2}+\left(d x^{3}\right)^{2}\right]  \tag{2.9}\\
& S_{2}=\partial_{3}^{2}-\sigma_{3} \partial_{1}^{2}
\end{align*}
$$

( $\mathrm{III}_{3}$ ) Subgroup coordinates:

$$
\begin{align*}
& d s^{2}=\sigma_{3}\left(d x^{3}\right)^{2}+\sigma_{3} \sigma_{2}\left[\left(d x^{1}\right)^{2}+\epsilon\left(d x^{2}\right)^{2}\right] \\
& S_{2}=\frac{1}{\sigma_{2}}\left(\partial_{1}^{2}+\epsilon \partial_{2}^{2}\right) \tag{2.10}
\end{align*}
$$

( $\mathrm{III}_{4}$ ) Generic type III coordinates:

$$
\begin{align*}
d s^{2}= & \left.\left(\sigma_{2}+\sigma_{3}\right)\left[d x^{2}\right)^{2}+\epsilon_{1}\left(d x^{3}\right)^{2}\right]+\epsilon_{2} \sigma_{2} \sigma_{3}\left(d x^{1}\right)^{2}, \\
S_{2}= & \epsilon_{2}\left(\frac{1}{\sigma_{3}}-\frac{1}{\sigma_{3}}\right) \partial_{1}^{2}+\frac{1}{\sigma_{2}+\sigma_{3}}\left(\sigma_{3} \partial_{2}^{2}-\epsilon_{1} \sigma_{2} \partial_{3}^{2}\right)  \tag{2.11}\\
& +\frac{1 / 2}{\left(\sigma_{2}+\sigma_{3}\right)}\left(\frac{\sigma_{3} \sigma_{2}^{\prime}}{\sigma_{2}} \partial_{2}-\frac{\epsilon_{1} \sigma_{2} \sigma_{3}^{\prime}}{\sigma_{3}} \partial_{3}\right), \quad \epsilon_{j}= \pm 1 .
\end{align*}
$$

(IV) No ignorable variables: Here there are two subtypes: (IV ${ }_{1}$ ) We have

$$
d s^{2}=\sigma_{1}^{2}\left(d x^{1}\right)^{2}+\sigma_{1}\left(\sigma_{2}+\sigma_{3}\right)\left[\left(d x^{2}\right)^{2}+\epsilon\left(d x^{3}\right)^{2}\right]
$$

$$
\begin{equation*}
S_{1}=\frac{1}{\sigma_{2}+\sigma_{3}}\left(\partial_{2}^{2}+\epsilon \partial_{3}^{2}\right), S_{2}=\frac{1}{\sigma_{2}+\sigma_{3}}\left(\sigma_{3} \partial_{2}^{2}-\epsilon \sigma_{2} \partial_{3}^{2}\right) . \tag{2.12}
\end{equation*}
$$

$\left(\mathrm{IV}_{2}\right)$ Generic coordinates:

$$
\begin{align*}
d s^{2}= & \left(\sigma_{1}-\sigma_{2}\right)\left(\sigma_{1}-\sigma_{3}\right)\left(d x^{1}\right)^{2}+\left(\sigma_{2}-\sigma_{1}\right)\left(\sigma_{2}-\sigma_{3}\right)\left(d x^{2}\right)^{2} \\
& +\left(\sigma_{3}-\sigma_{1}\right)\left(\sigma_{3}-\sigma_{2}\right)\left(d x^{3}\right)^{2}  \tag{2.13}\\
S_{1}= & \frac{\sigma_{2}+\sigma_{3}}{\left(\sigma_{1}-\sigma_{2}\right)\left(\sigma_{3}-\sigma_{1}\right)} \partial_{1}^{2}+\frac{\sigma_{3}+\sigma_{1}}{\left(\sigma_{2}-\sigma_{3}\right)\left(\sigma_{1}-\sigma_{2}\right)} \partial_{2}^{2} \\
& +\frac{\epsilon\left(\sigma_{1}+\sigma_{2}\right)}{\left(\sigma_{3}-\sigma_{1}\right)\left(\sigma_{2}-\sigma_{3}\right)} \partial_{3}^{2}, \\
S_{2}= & \frac{\sigma_{2} \sigma_{3}}{\left(\sigma_{1}-\sigma_{2}\right)\left(\sigma_{3}-\sigma_{1}\right)} \partial_{1}^{2}+\frac{\sigma_{3} \sigma_{1}}{\left(\sigma_{2}-\sigma_{3}\right)\left(\sigma_{1}-\sigma_{2}\right)} \partial_{2}^{2} \\
& +\frac{\epsilon\left(\sigma_{1} \sigma_{2}\right)}{\left(\sigma_{3}-\sigma_{1}\right)\left(\sigma_{2}-\sigma_{3}\right)} \partial_{3}^{2} .
\end{align*}
$$

In all of the above expressions $\sigma_{j}=\sigma_{j}\left(x^{j}\right)$. We refer to systems $\mathrm{III}_{4}$ and $\mathrm{IV}_{2}$ as "generic" since all other systems of types III and IV are degenerate cases of these two. It is only for Minkowski space $E_{2,1}$ that all eight separable types actually occur. As shown in Ref. 17, types I, III ${ }_{1}$, and III $_{2}$ do not appear for space of nonzero constant curvature.

In this paper we are concerned with a purely group theoretic characterization of the various separation types. To successfully characterize a separable system $\left\{x^{j}\right\}$ for Eq. (2.2) in terms of the symmetry algebra $L$ it is necessary that the defining operators $S_{1}, S_{2}$ for the system belong to the enveloping algebra of $L$. If this is so, we say that the coordinates $\left\{x^{j}\right\}$ are of class I; otherwise they are of class II. Reference 17 contains a derivation of all class I coordinates for all types except IV ${ }_{2}$.

We now describe a general group theoretic procedure for characterizing all class I coordinates associated with the Helmholtz equation on a three-dimensional Riemannian manifold with symmetry algebra $L$. The validity of this procedure will be demonstrated using the results of Ref. 17 but will also be illustrated by examples in 3 . The procedure is as follows:

First we determine if $L$ contains a maximal Abelian subalgebra of dimension 3 . This will be the case if and only if the manifold is flat and corresponds to type I (Cartesian) coordinates. Then we find the (conjugacy classes of) maxi-
mal Abelian subalgebras of dimension 2. Each such subalgebra determines a type II system.

Next we determine the conjugacy classes of one dimensional subalgebras of $L$. Let $X$ be a representative from such a class and let cent $(X)$ be the centralizer of $X$ in $L$. There are four possibilities:
Type $\mathrm{III}_{1}: \operatorname{cent}(X)=\{X\} \oplus(\operatorname{cent}(X) /\{X\})$, cent $(X)$ nonAbelian:
Let $L_{X}=(\operatorname{cent}(X) /\{X\})$ and decompose the space of second order elements in the enveloping algebra of $L_{X}$ into orbits under the action of the normalizer $\operatorname{Nor}(X)$ of $X$ in $G$. Every type $\mathrm{III}_{1}$ system with $S_{1}=X^{2}$ has the property that $S_{2}$ is a representative from one of these orbits. Two representatives from the same orbit correspond to equivalent coordinates.
Type $\mathrm{III}_{2}: \operatorname{cent}(X) \neq\{X\} \oplus(\operatorname{cent}(X) /\{X\})$, $\operatorname{cent}(X)$ nonAbelian:
Decompose the space of second order elements in the enveloping algebra of cent $(X)$ into orbits under the action of $\operatorname{Nor}(X)$. Every type $\mathrm{III}_{2}$ system with $S_{1}=X^{2}$ has the property that $S_{2}$ is a representative from one of these orbits. Class I coordinates of this type arise only for flat space.
Type $\mathrm{III}_{3}$ : Subgroup type coordinates:
Given the one-dimensional subalgebra $X$, find all subalgebras $A$ of $L$ such that (1) $A \supset X$ (properly), (2) $A$ is nonAbelian, and (3) $A$ has a second order Casimir operator $S_{2}$, not equal to $\Delta_{3}$ or to a linear combination of $\Delta_{3}$ and the square of an element of $L$. Every type $\mathrm{III}_{3}$ system is of the form $S_{1}=X^{2}, S_{2}$.
Type III $_{4}$ : Generic type III coordinates:
Let $X$ be as above and determine the space $S$ of all second order elements $Y$ in the enveloping algebra of $L$ such that $[X, Y]=0$. Decompose $S$ into orbits under the adjoint action of $\operatorname{Nor}(X)$ and let $S_{2}$ be a representative from such an orbit. Every type $\mathrm{III}_{4}$ system is of the form $S_{1}=X^{2}, S_{2}$ such that this commuting pair has not already been included under types I-III ${ }_{3}$ listed above.

The remaining two types characterize all pairs $S_{1}, S_{2}$ for which neither operator is a perfect square:
Type IV ${ }_{1}$ : Semisubgroup coordinates:
Consider the three-dimensional subalgebras $A$ of $L$ with properties (2) and (3) discussed above in $\mathrm{III}_{3}$. Take $S_{1}$ to be the Casimir operator of such an $A$ and $S_{2}$ to be a second order element in the envoloping algebra of $A$. (Operators $S_{2}$ and $S_{2}^{\prime}$ are considered equivalent if they lie on the same orbit under the adjoint action of the maximal group of symmetries whose Lie algebra is $A$.) Every type IV, system is of the form $S_{1}, S_{2}$.
Type $\mathrm{IV}_{2}$ : Generic coordinates:
This is the generic case. Here $S_{1}, S_{2}$ are simply a pair of commuting second order symmetries in the enveloping algebra of $L$, classified into orbits under the action of the symmetry group $G$, and such that this pair has not already been included under types I-IV ${ }_{1}$ above.

For types I, II, and $\mathrm{III}_{3}$ both operators $S_{1}$ and $S_{2}$ are invariants of Lie subgroups of $G$. For $\mathrm{III}_{1}, \mathrm{III}_{2}, \mathrm{III}_{4}$, and $\mathrm{IV} \mathrm{V}_{1}$ only $S_{1}$ has this property; for $\mathrm{IV}_{2}$ neither of the operators is directly related to a Lie subgroup. The group $G$ also contains
discrete subgroups and is itself not necessarily connected. We shall see below that those operators $S_{1}$ that are not invariants of Lie groups can be characterized by the fact that they occur as invariants of discrete subgroups of $G$.

Now we demonstrate the validity of our group theoretic classification of defining operators for class I separable coordinates on a three-dimensional Riemannian manifold. First we note that every orbit of two-dimensional vector spaces, each space composed of mutually commuting second order elements in the enveloping algebra of $L$, belongs to exactly one of the eight classes listed above. Thus, it will be sufficient for us to show that the defining operators $S_{1}, S_{2}$ corresponding to a class I separable system of a given type (2.6)-(2.18) themselves have the group theoretic characterization for the corresponding type listed above. For this we draw on the results of Ref. 17.

The group theoretic characterization of types I and II is obvious.
(III) Centralizer coordinates (orthogonal): It follows from the results of Sec. 5 in Ref. 17 that the separable system (2.8) is class I precisely when

$$
d s^{2}=\left(d x^{1}\right)^{2}+d \omega^{2}\left(x^{2}, x^{3}\right)
$$

where $d \omega^{2}$ is the metric for a two dimensional Riemannian space of constant curvature [with Lie algebra $L^{\prime}$ isomorphic to one of e(3), e(2,1),o(4),o(3,1),o(2,2)] and $S_{2}$ a second order element in the enveloping algebra of $L^{\prime}$ which is not a square. Here $L \supseteq\{X\} \oplus L^{\prime}$, where $X=\partial_{1}$, so the pair $S_{1}, S_{2}$ is of the form (2.14).
$\left(\mathrm{III}_{2}\right)$ Centralizer coordinates (nonorthogonal): According to Ref. 17, coordinates (2.9) are class I only for flat space and the possibilities are listed in Sec. 4 of that paper. One can directly verify that in each case the operators $S_{1}, S_{2}$ are of the form (2.15).
( $\mathrm{III}_{3}$ ) Subgroup coordinates: In Ref. 17 it is shown that coordinates (2.10) are class I precisely when

$$
d s^{2}=\sigma_{3}\left(d x^{3}\right)^{2}+\sigma_{3} d \omega^{2}\left(x^{1}, x^{2}\right)
$$

where $d \omega^{2}$ is the metric for a two dimensional space of constant curvature, $X=\partial_{1}$ is a Lie symmetry of $d \omega^{2}$, and $S_{2}$ is the Laplace-Beltrami operator for this two-dimensional space. With $X=\partial_{1}, S_{1}=X^{2}$ it follows that $S_{1}, S_{2}$ is of the form (2.16).
(III ${ }_{4}$ ) Generic type III coordinates: According to Ref. 17 coordinates (2.11) are class I if and only if the manifold is a space of constant curvature. These coordinates cannot be type $\mathrm{III}_{3}$ because, as is straightforward to verify for spaces of constant curvature, the subalgebras $A$ in the definition of type $\mathrm{III}_{3}$ must have Casimir operators that are Laplace-Beltrami operators on two-dimensional manifolds. The operator $S_{1}$ [Eq. (2.11)] is clearly not a Laplace-Beltrami operator. The coordinates cannot be type $\mathrm{III}_{2}$ because among the symmetry algebras for spaces of constant curvature only $\mathrm{e}(2,1)$ contains an element $X$ such that $\operatorname{cent}(X) \neq\{X\} \oplus L_{X}$ and $\operatorname{cent}(X)$ is non-Abelian. For this case all corresponding orbits of operators $S_{2}$ in the enveloping algebra of cent $(X)$ were computed in Ref. 17 and the coordinates were shown to be of the form (2.9). If the coordinates (2.11) were type III $_{1}$, then the manifold would be flat, because among the symme-
try algebras for constant curvature spaces, only e(3) and $\mathrm{e}(2,1)$ contain elements $X$ such that $\operatorname{cent}(X)=\{X\} \oplus L_{X}$ with cent $(X)$ non-Abelian. These cases are classified in the following section and shown to correspond to coordinates (2.8). Thus, class I coordinates ( 2.11 ) correspond to operators of the form (2.17).
(IV ${ }_{1}$ ) Semisubgroup coordinates: It is shown in Ref. 17 that coordinates (2.12) are class I provided

$$
d s^{2}=\sigma_{1}^{2}\left(d x^{1}\right)^{2}+\sigma_{1} d \omega^{2}\left(x^{2}, x^{3}\right),
$$

where $d \omega^{2}$ is the metric for a two-dimensional subspace of constant curvature. It is clear from Eq. (2.12) that $S_{1}$ is the Laplace-Beltrami operator on this subspace; hence, the Casimir operator for the symmetry algebra $L$ ' of the subspace, where $L^{\prime} \subseteq L$. Since $S_{2}$ is defined on the subspace and commutes with $S_{1}$, it must be expressable in terms of second order elements in the enveloping algebra of $L^{\prime}$. Thus, operators $S_{1}, S_{2}$ are of the form (2.18).
( $\mathrm{IV}_{2}$ ) Generic coordinates: Class I coordinates (2.13) cannot be of operator types I-III since we can see by inspection that one cannot construct from a linear combination of $S_{1}$ and $S_{2}$ an operator which is a perfect square of a Lie symmetry. The operators cannot be of type IV ${ }_{1}$ because the only possible choices for the algebra $A$ are e(2), e(1,1), o(3), $o(2,1)$ acting as transitive symmetry algebras on a two-dimensional submanifold. It follows in these cases that the Casimir operator of $A$ is the Laplace-Beltrami operator on the submanifold, and hence that $S_{1}, S_{2}$ can be written in the form (2.12) for appropriate coordinates. Since a set of orthogonal separable coordinates is uniquely determined by its defining operators $S_{1}, S_{2}$ (see Ref. 34), these coordinates must be of the form (2.12), a contradiction. Hence, class I coordinates (2.13) correspond to operators (2.19).

The above results hold for all Riemannian manifolds admitting class I separable coordinates, and there are an infinite number of such manifolds. However, of special interest are the manifolds of constant curvature, since they have the property that all separable coordinates are class I. In the following section we shall study the symmetry algebra $L$ of each of the three-dimensional constant curvature spaces to see in detail how the subalgebra structure of $L$ corresponds to the separable coordinates I-IV ${ }_{1}$. We provide a complete orbit analysis for all pairs of commuting operators that correspond to proper subalgebras of $L$, i.e., for all operator types except $\mathrm{IV}_{2}$. In a number of cases we will uncover orbits of type $\mathrm{III}_{4}$ operators that do not correspond to variable separation.

## 3. THREE-DIMENSIONAL SPACES OF CONSTANT CURVATURE

In this section we illustrate the general theory by considering all spaces of constant curvature.

## A. Group E(3)

The algebra e(3) of the group $E(3)$ is generated by the infinitesimal rotations $L_{i}$ and translations $P_{i}$, satisfying the commutation relations

$$
\begin{equation*}
\left[L_{i}, L_{k}\right]=\epsilon_{i k l} L_{l},\left[L_{i}, P_{k}\right]=\epsilon_{i k l} P_{l},\left[P_{i}, P_{k}\right]=0 \tag{3.1}
\end{equation*}
$$

It has two Casimir operators, namely,

$$
\begin{align*}
& \Delta=\mathbf{P}^{2}=P_{1}^{2}+P_{2}^{2}+P_{3}^{2} \text { and } \\
& \Delta^{\prime}=\mathbf{L} \cdot \mathbf{P}=L_{1} P_{1}+L_{2} P_{2}+L_{3} P_{3} . \tag{3.2}
\end{align*}
$$

For the representations considered here we have $\Delta^{\prime}=0$ (a space of scalar functions in Euclidean space).

The subalgebras of $e(3)$ have been classified into orbits under the action of $E(3)$, e.g., in Ref. 19, where the results are presented in a diagram. Let us use this classification to investigate different types of separable coordinates for the equation $\Delta \Psi=E \Psi$, following Sec. 2.

## I. Three ignorable variables

The algebra e(3) has precisely one class of maximal Abelian subalgebras (MASA) of dimension 3 represented by $\left\{P_{1}, P_{2}, P_{3}\right\}$. This provides Cartesian coordinates for which

$$
\begin{equation*}
S_{i}=P_{i}^{2}, \quad i=1,2,3 ; \Delta=S_{1}+S_{2}+S_{3} . \tag{3.3}
\end{equation*}
$$

## II. Two ignorable variables

The algebra e(3) has precisely one class of MASA of dimension 2 , represented by $\left\{L_{3}, P_{3}\right\}$. This provides cylindrical coordinates, for which

$$
\begin{equation*}
S_{1}=L_{3}^{2}, \quad S_{2}=P_{3}^{2} \tag{3.4}
\end{equation*}
$$

## III. One ignorable variable

To find coordinates of type $\mathrm{III}_{1}$ and $\mathrm{HI}_{2}$ we must consider separately a representative $X$ of each class of one-dimensional (Abelian nonmaximal) subalgebras and find its centralizer cent $X$ in e(3). We are only interested in non-Abelian centralizers. The only type of element of e(3) having a non-Abelian centralizer can be represented by $P_{3}$, where

$$
\begin{equation*}
\operatorname{cent}\left(P_{3}\right)=\left\{P_{3}\right\} \oplus\left\{L_{3}, P_{1}, P_{2}\right\}, \tag{3.5}
\end{equation*}
$$

i.e., cent $P_{3}$ splits into a direct sum of $P_{3}$ and $\left\{\operatorname{cent}\left(P_{3}\right)\right\} /\left\{P_{3}\right\}$. Hence, no $\mathrm{III}_{2}$ type coordinates exist in this case. Type III $1_{1}$ coordinates (orthogonal centralizer type coordinates) are obtained by putting

$$
\begin{align*}
S_{1}= & P_{3}^{2},  \tag{3.6}\\
S_{2}= & a \mathrm{~L}_{3}^{2}+b\left(L_{3} P_{1}+P_{1} L_{3}\right)+c\left(L_{3} P_{2}+P_{2} L_{3}\right) \\
& +d\left(P_{1}^{2}-P_{2}^{2}\right)+2 e\left(P_{1} P_{2}\right)+f\left(P_{1}^{2}+P_{2}^{2}\right), \tag{3.7}
\end{align*}
$$

i.e., $S_{2}$ is the most general symmetric second order operator in the enveloping algebra of $(2)=\left\{L_{3}, P_{1}, P_{2}\right\}$. We must now classify the operators (3.7) into orbits under $\operatorname{Nor}\left(P_{3}\right)$, i.e., the normalizer of $P_{3}$ in $\mathrm{E}(3)$. This is a well-known problem. ${ }^{1.15}$ These orbits can be represented by
$P_{1}^{2}, L_{3}^{2}, L_{3}^{2}+a\left(P_{1}^{2}-P_{2}^{2}\right),(a>0)$, and $L_{3} P_{2}+P_{2} L_{3}$. (3.8)
The first two operators should be omitted, since they are squares of generators and lead back to the case I or II. The last two operators provide type III, coordinates, namely, elliptic cylindrical and parabolic cylindrical coordinates, respectively.

Type $\mathrm{III}_{3}$ coordinates (subgroup type) are obtained by taking a representative $X$ of each orbit of generators of $e(3)$ and finding all proper subalgebras of $\mathrm{e}(3)$ that properly contain $X$, are non-Abelian, and have a second order Casimir operator, not equal to $\Delta=\mathbf{P}^{2}$ or to a linear combination of $\Delta$
and the square of a generator. The only such chain of subalgebras is

$$
\mathrm{e}(3) \supset \mathrm{o}(3) \supset \mathrm{o}(2)
$$

and we have

$$
\begin{equation*}
S_{1}=L_{3}^{2}, S_{2}=\mathbf{L}^{2}, \tag{3.9}
\end{equation*}
$$

i.e., $S_{2}$ is the Casimir operator of o(3), providing spherical coordinates.

Type $\mathrm{III}_{4}$ coordinates are obtained by running through all representative generators $X$, and for each $X$ finding the most general second order operator $S_{2}$ in the enveloping algebra of e(3) satisfying $\left[X, S_{2}\right]=0$. We find a representative of each orbit and eliminate representatives already encountered, i.e., corresponding to squares of generators, members of the enveloping algebra of cent $(X)$, or Casimir operators of subalgebras. Let us examine each case separately.

$$
\text { (i) } X=L, \text { nor } L_{3}=\left\{L_{3}, P_{3}\right\}, \text { and }
$$

$$
\begin{align*}
S_{2}= & a \mathbf{L}^{2}+b\left(L_{1} P_{2}+P_{2} L_{1}-L_{2} P_{1}-P_{1} L_{2}\right) \\
& +c\left(P_{1}^{2}+P_{2}^{2}\right)+d L_{3} P_{3} \tag{3.10}
\end{align*}
$$

[we have dropped the Casimir operator of e(3) from Eq. (3.10)]. Separable coordinates $(u, v, \Phi)$ of this type satisfy

$$
\begin{align*}
L_{3} \equiv \frac{\partial}{\partial \Phi} & =x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x} \\
& =\frac{\partial x}{\partial \Phi} \frac{\partial}{\partial x}+\frac{\partial y}{\partial \Phi} \frac{\partial}{\partial y}+\frac{\partial z}{\partial \Phi} \frac{\partial}{\partial z} \tag{3.11}
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
\frac{\partial x}{\partial \Phi}=-y, \quad \frac{\partial y}{\partial \Phi}=x, \quad \frac{\partial z}{\partial \Phi}=0 \tag{3.12}
\end{equation*}
$$

The relations (3.12) imply

$$
\begin{equation*}
x=f(u, v) \cos \Phi, y=f(u, v) \sin \Phi, z=h(u, v) \tag{3.13}
\end{equation*}
$$

The operators

$$
S_{1}=L_{3}^{2} \text { and } S_{2}
$$

in Eq. (2.11) are invariant under the reflection $\Phi \rightarrow-\Phi$ (i.e., $y \rightarrow-y$ ). Since $L_{3} P_{3}$ does not have this invariance, property, we must put $d=0$ in Eq. (3.10), i.e., operator (3.10) with $d \neq 0$ does not correspond to variable separation. We can now use the translation exp $\alpha P_{3}$, belonging to the normalizer of $L_{3}$ in $\mathrm{E}(3)$, to simplify $S_{2}$. For $a \neq 0$ we can reduce Eq. (3.10) to

$$
\begin{equation*}
S_{2}=\mathbf{L}^{2}+c\left(P_{1}^{2}+P_{2}^{2}\right) \tag{3.14}
\end{equation*}
$$

For $c>0$ and $c<0$ this corresponds to oblate and prolate spheriodal coordinates, respectively. If $a=0, b \neq 0$, we can reduce $S_{2}$ to

$$
\begin{equation*}
S_{2}=L_{1} P_{2}+P_{2} L_{1}-L_{2} P_{1}-P_{1} L_{2} \tag{3.15}
\end{equation*}
$$

corresponding to parabolic coordinates.
If $a=b=0$ we return to type II coordinates.
(ii) $X=P_{3}$; nor $P_{3}=\left\{L_{3}, P_{1}, P_{2}, P_{3}\right\}$ : We have

$$
\begin{align*}
S_{2}= & a L_{3}^{2}+b\left(L_{3} P_{1}+P_{1} L_{3}\right)+c\left(L_{3} P_{2}+P_{2} L_{3}\right) \\
& +d L_{3} P_{3}+c_{i k} P_{i} P_{k} \tag{3.16}
\end{align*}
$$

The coordinates $\left(u, v, x_{3}\right)$ satisfy

$$
P_{3} \equiv \frac{\partial}{\partial x_{3}}=\frac{\partial x}{\partial x_{3}} \frac{\partial}{\partial x}+\frac{\partial y}{\partial x_{3}} \frac{\partial}{\partial y}+\frac{\partial z}{\partial x_{3}} \frac{\partial}{\partial z}
$$

$L_{3}^{2}+a\left(P_{1}^{2}-P_{2}^{2}\right)$
$L_{3} P_{2}+P_{2} L_{3}$
$L_{1} P_{2}+P_{2} L_{1}-L_{2} P_{1}-P_{1} L_{2}$
$\mathbf{L}^{2} \pm a\left(P_{1}^{2}+P_{2}^{2}\right)$
$L_{2}^{2}+a L_{1}^{2}+b P_{3}^{2}$
$\left.\mathbf{L}^{2}+b P_{1}^{2}+a P_{2}^{2}+(a+b) P_{3}^{2}\right\}$
$L_{3}^{2}-c^{2} P_{3}^{2}+c\left(L_{2} P_{1}+P_{1} L_{2}+L_{1} P_{2}+P_{2} L_{1}\right)$ $\left.L_{2} P_{1}+P_{1} L_{2}-L_{1} P_{2}-P_{2} L_{1}+c\left(P_{2}^{2}-P_{1}^{2}\right)\right\}$

Thus, the operators $S_{1}, S_{2}$ for each of the 11 separable coordinate systems can be viewed as corresponding to a certain subgroup reduction of $\mathrm{E}(3)$ and both Lie subgroups and discrete subgroups figure in the reductions. The subgroups will determine the symmetry properties of the separated solutions of the Helmholtz equations. In particular, the discrete subgroups are often important in physical applications, especially in the context of "symmetry adapted basis functions" in molecular physics and general many body theories. ${ }^{5,29-33}$

The results of this section are summarized in Table I. We do not spell out the explicit form of the coordinates. The ones used are listed, for example, in Ref. 38.

## B. The group $O(4)$

Separable systems of coordinates in $s_{3}$, the unit sphere, were first obtained by Eisenhart ${ }^{34}$ and studied from the algebraic point of view in Ref. 13. Let us now classify them from the subgroup point of view. The continuous subgroups of $\mathrm{O}(4)$ are listed, for example, in Ref. 20 (they were first obtained by Goursat ${ }^{39}$ ).

Using the isomorphism $O(4) \sim O(3) \oplus O(3)$ we write the algebra $\mathrm{o}(4)$ as $\left\{A_{i}, B_{i}, i=1,2,3,\right\}$, satisfying
$\left[A_{i}, \boldsymbol{A}_{k}\right]=\epsilon_{i k l} \boldsymbol{A}_{l},\left[B_{i}, B_{k}\right]=\epsilon_{i k l} \boldsymbol{B}_{l},\left[A_{i}, B_{k}\right]=0$.
The algebra $O$ (4) has precisely one MASA [up to conjugacy under $\mathrm{O}(4)$ ], namely, $\left\{A_{3}, B_{3}\right\}$. Hence, no class I systems exist and just one class II system. The one-dimensional subal-
$: I_{4}(X, Y)$,
$: I_{2}(Y)$,
$: I_{4}(X, Y)$,
$: I_{4}(Z, X Y)$,
$: I_{8}(X, Y, Z)$,
$: I_{4}(X, Y)$.
gebras are $A_{3}, A_{3}+x B_{3}(0<x<1)$, and $A_{3}+B_{3}$. No type $\mathrm{III}_{1}$ or $\mathrm{III}_{2}$ coordinates exist on $s_{3} ; \mathrm{III}_{2}$ is excluded because $\operatorname{cent}\left(A_{3}\right)$ is a direct sum and $\mathrm{III}_{1}$ is not realized because the operators ( $A_{3}^{2}, B_{1}^{2}+k^{2} B_{2}^{2}$ ) would correspond to separation on $s_{2} \otimes s_{2}$ rather than $s_{3}$ (the $\mathrm{III}_{1}$ and $\mathrm{III}_{2}$ type coordinates only exist on flat three-dimensional manifolds). The only non-Abelian subalgebra of o(4) with a second order Casimir operator that is not a Casimir operator of o(4) is $\left\{A_{1}+B_{1}\right.$, $\left.A_{2}+B_{2}, A_{3}+B_{3}\right\}$. This provides $\mathrm{III}_{3}$ coordinates for

$$
\begin{align*}
& S_{1}=\left(A_{1}+B_{1}\right)^{2}+\left(A_{2}+B_{2}\right)^{2}+\left(A_{3}+B_{3}\right)^{2} \\
& S_{3}=\left(A_{3}+B_{3}\right)^{2} \tag{3.22}
\end{align*}
$$

and type $I V_{1}$ coordinates for
$S_{1}=\left(A_{1}+B_{1}\right)^{2}+\left(A_{2}+B_{2}\right)^{2}+\left(A_{3}+B_{3}\right)^{2}$,
$S_{3}=\left(A_{1}+B_{1}\right)^{2}+k^{2}\left(A_{2}+B_{2}\right)^{2} \quad\left(0<k^{2}<1\right)$.
Type $\mathrm{III}_{4}$ coordinates are obtained from $A_{3}+B_{3}$ only. The operator $S_{2}$ commuting with $A_{3}+B_{3}$ can be reduced to
$S_{2}=A_{1} B_{1}+A_{2} B_{2}+\alpha A_{3} B_{3}, \quad \alpha>0, \alpha \neq 1$
and we distinguish between $0<\alpha<1$ and $1<\alpha \quad \infty$.
Type IV ${ }_{1}$ coordinates were discussed above and type IV $\mathrm{I}_{2}$ also occurs. ${ }^{13}$

Notice that only pairs of operators $S_{1}, S_{2}$ that are invariant under parity $\Pi$, i.e.,

$$
\begin{equation*}
\Pi:\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \rightarrow\left(-x_{1},-x_{2},-x_{3}, x_{4}\right), \tag{3.24}
\end{equation*}
$$

lead to separable coordinates on $s_{3}$, as was shown in Ref. 13. Here,

$$
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1
$$

TABLE I. Separable coordinate systems for E(3).

| Type | Coordinates | Diagonal operators |  | Subgroup chain |
| :---: | :---: | :---: | :---: | :---: |
| I | Cartesian | $P_{1}, P_{2}, P_{3}$ |  | T(3) |
| II | Cylindrical | $L_{3}, P_{3}$ |  | $\mathrm{O}(2) \otimes \mathrm{T}(1)$ |
| $\mathrm{III}_{1}$ | Elliptic cylindrical | $P_{3}, L_{3}^{2}+a\left(P_{1}^{2}-P_{2}^{2}\right)$ | $a>0$ | $\mathrm{E}(2) \otimes \mathrm{T}(1) \supset \mathrm{I}_{4}(X, Y) \otimes \mathrm{T}(1)$ |
|  | Parabolic cylindrical | $P_{3}, L_{3} P_{2}+P_{2} L_{3}$ |  | $\mathrm{E}(2) \otimes \mathrm{T}(1) \supset \mathrm{I}_{2}(Y) \otimes \mathrm{T}(1)$ |
| $\mathrm{III}_{3}$ | Spherical | $L_{3}, L_{1}^{2}+L_{2}^{2}+L_{3}^{2}$ |  | $\mathrm{O}(3) \supset \mathrm{O}(2)$ |
| $\mathrm{III}_{4}$ | Parabolic | $L_{3}, L_{1} P_{2}+P_{2} L_{1}-L_{2} P_{1}-P_{1} L_{2}$ |  | $\mathrm{O}(2) \otimes \mathrm{I}_{4}(X, Y)$ |
|  | Oblate spheroidal | $L_{3}, L_{1}^{2}+L_{2}^{2}+L_{3}^{2}+a\left(P_{1}^{2}+P_{2}^{2}\right)$ | $a>0$ | $O(2) \otimes \mathrm{I}_{4}(Z, X Y)$ |
|  | Prolate spheroidal | $L_{3}, L_{1}^{2}+L_{2}^{2}+L_{3}^{2}-a\left(P_{1}^{2}+P_{2}^{2}\right)$ | $a>0$ | $\mathrm{O}(2) \otimes \mathrm{I}_{4}(Z, X Y)$ |
| IV, | Spheroconical | $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, L_{1}^{2}+r L_{2}^{2}$ | $0<r<1$ | $\mathrm{O}(3) \supset \mathrm{I}_{8}(X, Y, Z)$ |
| IV 2 | Ellipsoidal | $L_{2}^{2}+a L_{1}^{2}+b P_{3}^{2}$, | $a>b>0$ |  |
|  |  | $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}+b P_{1}^{2}+a P_{2}^{2}+(b+a) P_{3}^{2}$ |  | $\mathrm{I}_{8}(X, Y, Z)$ |
|  | Paraboloidal | $\begin{aligned} & L_{3}^{2}-c^{2} P_{3}^{2}+c\left(L_{2} P_{1}+P_{1} L_{2}+L_{1} P_{2}+P_{2} L_{1}\right) \\ & L_{2} P_{1}+P_{1} L_{2}-L_{1} P_{2}-P_{2} L_{1}+c\left(P_{2}^{2}-P_{1}^{2}\right) \end{aligned}$ | $c>0$ | $\mathrm{I}_{4}(X, Y)$ |

TABLE II. Separable coordinate systems on $s_{3}$.

| Type | Coordinates | Operators | Subgroup reduction |
| :---: | :---: | :---: | :---: |
| II | Cylindrical | $L_{3}^{2}, J_{3}^{2}$ | $\mathrm{O}(2) \times \mathrm{O}(2)$ |
| $\mathrm{HIH}_{3}$ | Spherical | $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, L_{3}^{2}$ | $\mathrm{O}(3) \supset \mathrm{O}(2)$ |
| $\mathrm{III}_{4}$ | Elliptic cylindrical I and II | $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}+a\left(L_{3}^{2}-J_{3}^{2}\right), L_{3}^{2} \quad(a \neq 0)$ | $\mathrm{O}(2) \times \mathrm{I}_{8}\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ |
| IV, | Spheroelliptic | $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, L_{1}^{2}+r L_{2}^{2} \quad(0<r<1)$ | $\mathrm{O}(3) \supset \mathrm{D}_{2}$ |
| $\mathrm{IV}_{2}$ | Ellipsoidal | $\begin{aligned} & L_{1}^{2}-J_{1}^{2}+\frac{1-a+b}{a+b-1}\left(L_{2}^{2}-J_{2}^{2}\right)+\frac{1+a-b}{a+b-1}\left(L_{3}^{2}-J_{3}^{2}\right), \\ & L_{1}^{2}+J_{1}^{2}+\frac{b-a-1}{a+b-1}\left(L_{2}^{2}-J_{2}^{2}\right)+\frac{a-b}{b(a-1)}\left(L_{3}^{2}+J_{3}^{2}\right) \\ & +\frac{a(b-1)(a-b-1)}{b(a-1)(a+b-1)}\left(L_{3}^{2}-J_{3}^{2}\right) \quad(1<b<a) \end{aligned}$ | $\mathrm{D}_{2}$ |

The results of this paragraph are summarized in Table II, together with the discrete subgroup properties of each system. Again $I_{2 n}\left(A_{1}, \ldots, A_{n}\right)$ will be a group of reflections in hyperplanes through the origin with, for example, $X$ reflecting the Cartesian coordinate $x$ only. We write the invariant operators $S_{1}$ and $S_{2}$ in terms of $L_{i}=A_{i}+B_{i}$ and $J_{i}=A_{i}-B_{i}$, rather than $A_{i}$ and $B_{i}$ directly (the $J_{i}$ do not constitute a subalgebra).

## C. The group $O(3,1)$

The subalgebras of $o(3,1)$ have been classified ${ }^{1}$ under the action of $O(3,1)$ and the results are reproduced in, for example, Ref. 20.

The algebra $o(3,1)$ is generated by the rotations $L_{i}$ and boosts $K_{i}$, satisfying

$$
\begin{equation*}
\left[L_{i}, L_{j}\right]=\epsilon_{i j k} L_{k},\left[L_{i}, K_{j}\right]=\epsilon_{i j k} K_{k},\left[K_{i}, K_{j}\right]=-\epsilon_{i j k} L_{k} . \tag{3.25}
\end{equation*}
$$

The Casimir operators are $\Delta=\mathbf{L}^{2}-\mathbf{K}^{2}$ and $\Delta^{\prime}=\mathbf{L} \cdot \mathbf{K}$ (we have $\Delta^{\prime}=0$ ). All separable coordinates for $O(3,1)$ hyperboloids were obtained by Olevskii ${ }^{36}$; the pairs of commuting operators $S_{1}$ and $S_{2}$ corresponding to these 34 coordinate systems are also known. ${ }^{14}$

The algebra o( 3,1 ) has two MASA. Both are two-dimensional, namely,

$$
\left\{L_{3}, K_{3}\right\} \text { and }\left\{L_{2}+K_{1}, L_{1}-K_{2}\right\}
$$

We hence have no type I coordinates and two type II coordinate systems.

The one-dimensional subalgebras are $\left\{L_{3}\right\},\left\{K_{3}\right\}$, $\left\{L_{2}+K_{1}\right\}$, and $\left\{L_{3}+a K_{3} ; a>0\right\}$. None of these have nonAbelian centralizers, so we obtain no $\mathrm{III}_{1}$ or $\mathrm{III}_{2}$ type coordinate systems. Subgroup type coordinates $\mathrm{III}_{3}$ are obtained from the subgroups $O(3), O(2,1)$, and $E(2)$. The corresponding pairs of operators are
$\left(\mathbf{L}^{2}, L_{3}^{2}\right),\left(K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, L_{3}^{2}\right),\left(K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, K_{1}^{2}\right)$,
$\left(K_{1}^{2}+K_{2}^{2}-L_{3}^{2},\left(K_{1}+L_{3}\right)^{2}\right)$ and
$\left(\left(K_{1}+L_{2}\right)^{2}+\left(L_{1}-K_{2}\right)^{2}, L_{3}^{2}\right)$.
Now let us consider $\mathrm{II}_{4}$ type coordinates:
(i) $S_{1}=L_{3}^{2}$, $\operatorname{nor}\left(L_{3}\right)=\left\{L_{3}, K_{3}\right\}$ : The most general second order operator $S_{2}$ commuting with $L_{3}$ can, after linear combinations with $\Delta, \Delta^{\prime}$, and $L_{3}^{2}$ have been accounted for, be written as

$$
\begin{align*}
S_{2}= & a\left(K_{1}^{2}+K_{2}^{2}+L_{1}^{2}+L_{2}^{2}\right)+b\left(K_{2} L_{1}+L_{1} K_{2}\right. \\
& \left.-K_{1} L_{2}-L_{2} K_{1}\right)+c K_{3}^{2}+d L_{3} K_{3} . \tag{3.27}
\end{align*}
$$

The transformation $\exp \alpha K_{3}$ induces a hyperbolic rotation between the first two terms. Hence, if $|a|<|b|$, we can transform $a$ into zero; if $|a|>|b|$, we can transform $b$ into zero; and if $|a|=|b|$, the first two terms reduce to
$\left(L_{1}+K_{2}\right)^{2}+\left(L_{2}-K_{1}\right)^{2}$. In these coordinates we have $L_{3}=\partial / \partial \phi$ and the term $L_{3} K_{3}$ will be odd under the transformation $\phi \rightarrow-\phi$ which should leave $S_{2}$ invariant. Hence, $d=0$. If $|a|=|b|, K_{3}$ can be used to scale the value of $a$ (and $b$ ) with respect to $c$. Using exp $\alpha K_{3}$, parity, and linear combinations with $\Delta$ we can finally reduce $S_{2}$ to one of the forms:
$K_{1}^{2}+K_{2}^{2}+a K_{3}^{2}, L_{1} K_{2}+K_{2} L_{1}-L_{2} K_{1}-K_{1} L_{2}+a K_{3}^{2}$
$(a \geqslant 0)$
$\left(L_{1}+K_{2}\right)^{2}+\left(L_{2}-K_{1}\right)^{2}+\epsilon K_{3}^{2} \quad(\epsilon= \pm 1)$.
In the first case we distinguish between the regions
$0<a<1,1<a<\infty$, and $-\infty<a<0$.
(ii) $S_{1}=K_{3}^{2}, \operatorname{nor}\left(K_{3}\right)=\left\{L_{3}, K_{3}\right\}$ : Imposing
[ $\left.K_{3}^{2}, S_{2}\right]=0$ and using linear combinations with $\Delta, \Delta^{\prime}$, and $K_{3}^{2}$ we have

$$
S_{2}=a\left(L_{1}^{2}-K_{2}^{2}-L_{2}^{2}+K_{1}^{2}\right)+b\left(L_{1} L_{2}+L_{2} L_{1}+K_{1} K_{2}\right.
$$

$$
\begin{equation*}
\left.+K_{2} K_{1}\right)+c\left(L_{1}^{2}-K_{2}^{2}+L_{2}^{2}-K_{1}^{2}\right)+d L_{3} K_{3} \tag{3.29}
\end{equation*}
$$

In these coordinates we have $K_{3}=\partial / \partial \beta$ and $L_{3} K_{3}$ changes sign for $\beta \rightarrow-\beta$. Hence, $d=0$. The operator $\exp \alpha L_{3}$ will rotate between the first two terms. Hence, we can always rotate $b$ in zero (the case $a^{2}+b^{2}=0$ would lead back to type II coordinates). We thus obtain

$$
\begin{equation*}
S_{2}=K_{1}^{2}-L_{2}^{2}+a\left(L_{1}^{2}-K_{2}^{2}\right), \quad 0<|a|<1 \tag{3.30}
\end{equation*}
$$

and we distinguish between $0<a<1$ and $-1<a<0$.
(iii) $S_{1}=\left(K_{1}+L_{2}\right)^{2}$,
$\operatorname{nor}\left(K_{1}+L_{2}\right)=\left\{K_{3}, K_{1}+L_{2}, K_{2}-L_{1}\right\}:$

The operator $S_{2}$ satisfying $\left[K_{1}+L_{2}, S_{2}\right]=0$ can be written as

$$
\begin{align*}
S_{2}= & a\left(K_{1}^{2}+K_{3}^{2}-L_{2}^{2}\right)+b\left[\left(K_{1}+L_{2}\right) L_{3}+L_{3}\left(K_{1}+L_{2}\right)\right. \\
& \left.+K_{3}\left(K_{2}-L_{1}\right)+\left(K_{2}-L_{1}\right) K_{3}\right] \\
& +c\left[\left(K_{2}-L_{1}\right)^{2}+\left(K_{1}+L_{2}\right)^{2}\right] \\
& +d\left(K_{1}+L_{2}\right)\left(K_{2}-L_{1}\right) . \tag{3.32}
\end{align*}
$$

The separable coordinates ( $u, v, t$ ) will be such that $K_{1}+L_{2}=\partial / \partial_{t}$. The term $\left(K_{1}+L_{2}\right)\left(K_{2}-L_{1}\right)$ will be odd under the reflection $t \rightarrow-t$; hence, $d=0$. If $a \neq 0$, we put $a=1$ and use $\exp \alpha\left(K_{2}-L_{1}\right)$ to transform $b \rightarrow 0$. Further $\exp \beta K_{3}$ will scale $c$ with respect to $a$. We obtain

$$
\begin{array}{r}
S_{2}=K_{1}^{2}+K_{3}^{2}-L_{2}^{2}+\epsilon\left[\left(K_{2}-L_{1}\right)^{2}+\left(K_{1}+L_{2}\right)^{2}\right] \\
\epsilon= \pm 1 \tag{3.33}
\end{array}
$$

( $c=0$ is excluded, since it would lead to type $\mathrm{III}_{3}$.) If $a=0$, $b \neq 0$, we put $b=1$ and use $\exp \alpha\left(K_{2}-L_{1}\right)$ to transform $c \rightarrow 0$. Finally $a=b=0$ is excluded, since it would lead to type II.
(iv) $S_{1}=\left(L_{3}+a K_{3}\right)^{2}, \operatorname{nor}\left(L_{3}+a K_{3}\right)=\left\{L_{3}, K_{3}\right\}:$

The most general second-order operator commuting with $L_{3}+a K_{3}(a \neq 0)$ can be reduced to, for example, $K_{3}\left(b L_{3}+c K_{3}\right)$ and hence leads back to type II coordinates.

Type IV ${ }_{1}$ coordinates are obtained similarly as type III $_{3}$ ones. Indeed, we consider the subgroups $O(3), O(2,1)$, and $\mathrm{E}(2)$ of $\mathrm{O}(3,1)$ and take $S_{1}$ as the corresponding Casimir operator. The operator $S_{2}$ will then be a second-order operator
in the enveloping algebra of $o(3), o(2,1)$, or $e(2)$, respectively. These operators must be classified into orbits under $O(3)$, $O(2,1)$, or $E(2)$, as the case may be, and orbits corresponding to squares of generators must be excluded. For $\mathrm{O}(3), \mathrm{O}(2,1)$, and $\mathrm{E}(2)$ we obtain one, six, and two orbits, respectively. ${ }^{15}$

Finally, we are left with the generic case $\mathrm{IV}_{2}$. The operators $S_{1}$ and $S_{2}$ are such that neither of them is the square of a generator or a Casimir operator of a subgroup of $O(3,1)$ [nor is it conjugate under $O(3,1)$ to such operators].

A further subclassification is obtained by considering discrete subgroups of $O(3,1)$ leaving the individual pairs of operators invariant we omit all details here but summarize the results in Table III, where we give the invariant operators, the subgroup reductions, and identify the coordinate system by the number it carries in Refs. 14 and 36.

## D. The group $O(2,2)$

We shall consider this case in somewhat less detail than the previous ones. Separable systems of coordinates on the hyperboloid $x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-x_{4}^{2}=1$ were discussed in Ref. 16. The subalgebras of $o(2,2)$ were classified in Ref. 20 and a

TABLE III. Diagonal operators and corresponding subgroup chains for separable coordinate systems on the $\mathrm{O}(3,1)$ hyperboloid.

\begin{tabular}{|c|c|c|c|}
\hline Type \& Diagonal operators \& \& Subgroup chain <br>
\hline \multirow[t]{2}{*}{II} \& $L_{3}^{2}, K_{3}^{2}$ \& \& $\mathrm{O}(2) \otimes \mathrm{O}(1,1)$ <br>
\hline \& $\left(L_{1}+K_{2}\right)^{2},\left(L_{2}-K_{1}\right)^{2}$ \& \& T(2) <br>
\hline \multirow[t]{5}{*}{$\mathrm{III}_{3}$} \& $L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, L_{3}^{2}$ \& \& $\mathrm{O}(3) \supset \mathrm{O}(2)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, L_{3}^{2}$ \& \& $\mathrm{O}(2,1) \supset \mathrm{O}(1,1)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, K_{1}^{2}$ \& \& $\mathrm{O}(2,1) \supset \mathrm{O}(1,1)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2},\left(K_{1}+L_{3}\right)^{2}$ \& \& $\mathrm{O}(2,1) \supset \mathrm{T}(1)$ <br>
\hline \& $\left(L_{1}-K_{2}\right)^{2}+\left(L_{2}+K_{1}\right)^{2}, L_{3}^{2}$ \& \& $\mathrm{E}(2) \supset \mathrm{O}(2)$ <br>
\hline \multirow[t]{7}{*}{$\mathrm{III}_{4}$

IV} \& $L_{3}^{2}, K_{1}^{2}+K_{2}^{2}+a K_{3}^{2}$ \& $0<a<1,1<a<\infty$ \& <br>
\hline \& \& or $-\infty<a<0$ \& $\mathrm{O}(2) \times \mathrm{I}_{4}(Z, T)$ <br>
\hline \& $L_{3}^{2}, L_{1} K_{2}+K_{2} L_{1}-L_{2} K_{1}-K_{1} L_{2}+a K_{3}^{2}$ \& $a \geqslant 0$ \& $\mathrm{O}(2) \times \mathrm{I}_{4}(X, Y)$ <br>
\hline \& $L_{3}^{2},\left(L_{1}+K_{2}\right)^{2}+\left(L_{2}-K_{1}\right)^{2}+\epsilon K_{3}^{2}$ \& $\epsilon= \pm 1$ \& $\mathrm{O}(2) \times \mathrm{I}_{4}(X, Y)$ <br>
\hline \& $K_{3}^{2}, K_{1}^{2}-L_{2}^{2}+a\left(L_{1}^{2}-K_{2}^{2}\right)$ \& $0<a<1$ or $-1<a<0$ \& $\mathrm{O}(1,1) \times \mathrm{I}_{16}(X, Y, Z, T)$ <br>
\hline \& $\left(K_{1}+L_{2}\right)^{2}, K_{1}^{2}+K_{3}^{2}-L_{2}^{2}+\epsilon\left[\left(K_{2}-L_{1}\right)^{2}+\left(K_{1}+L_{2}\right)^{2}\right]$ \& $\epsilon= \pm 1$ \& $\mathrm{T}(1) \times \mathrm{I}_{4}(X, Y)$ <br>

\hline \& $$
\left(K_{1}+L_{2}\right)^{2},\left(K_{1}+L_{2}\right) L_{3}+L_{3}\left(K_{1}+L_{2}\right)+K_{3}\left(K_{2}-L_{1}\right)+\left(K_{2}-L_{1}\right) K_{3}
$$ \& \& \[

\mathrm{T}(1) \times \mathrm{I}_{2}(X)
\] <br>

\hline \multirow[t]{8}{*}{IV,} \& $$
L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, L_{1}^{2}+a L_{2}^{2}
$$ \& $0<a<1$ \& \[

\mathrm{O}(3) \supset \mathrm{I}_{10}(X, Y, Z, T)
\] <br>

\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, L_{3}^{2}-a K_{2}^{2}$ \& $a<-1$ or $0<a$ \& $\mathrm{O}(2,1) \supset \mathrm{I}_{16}(X, Y, Z, T)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, K_{1}^{2}+a\left(K_{2} L_{3}+L_{3} K_{2}\right)$ \& $0<a$ \& $\mathrm{O}(2,1) \supset \mathrm{I}_{4}(Y, Z)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, L_{3}^{2}+\left(L_{3} K_{2}+K_{2} L_{3}\right)$ \& \& $\mathrm{O}(2,1) \supset \mathrm{I}_{4}(Y, Z)$ <br>
\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}, K_{2}^{2}+\left(L_{3} K_{2}+K_{2} L_{3}\right)$ \& \& $\mathrm{O}(2,1) \supset \mathrm{I}_{4}(Y, Z)$ <br>

\hline \& $K_{1}^{2}+K_{2}^{2}-L_{3}^{2}{ }_{3} K_{1} K_{2}+K_{2} K_{1}+K_{2} L_{3}+L_{3} K_{2}$ \& \& $$
\mathrm{O}(2,1) \supset \mathrm{I}_{2}(Z)
$$ <br>

\hline \& $\left(K_{1}+L_{2}\right)^{2}\left(K_{2}-L_{1}\right)^{2}, L_{3}^{2}+\left(K_{1}+L_{2}\right)^{2}$ \& \& $$
\mathrm{E}(2) \supset \mathrm{I}_{4}(X, Y)
$$ <br>

\hline \& $\left(K_{1}+L_{2}\right)^{2}+\left(K_{2}-L_{1}\right)^{2}, L_{3}\left(K_{1}+L_{2}\right)+\left(L_{2}+K_{1}\right) L_{3}$ \& \& $$
\mathrm{E}(2) \supset \mathrm{I}_{2}(X)
$$ <br>

\hline \multirow[t]{9}{*}{IV 2} \& $$
\begin{aligned}
& M_{1}^{2}+b M_{2}^{2}+a M_{3}^{2}-(a+b) K_{1}^{2}-(a+1) K_{2}^{2}-(b+1) K_{3}^{2}, a b K_{1}^{2}+a K_{2}^{2}+b K_{3}^{2}, \\
& M_{1}^{2}-a K_{2}^{2}-b K_{3}^{2}-(a+b) K_{1}^{2}+(a+1) M_{3}^{2}+(b+1) M_{2}^{2},
\end{aligned}
$$ \& $1<b<a$ \& \[

$$
\begin{aligned}
& \mathrm{I}_{16}(X, Y, Z, T) \\
& \mathrm{I}_{16}(X, Y, Z, T)
\end{aligned}
$$
\] <br>

\hline \& $a b K_{1}^{2}-a M_{3}^{2}-b M_{2}^{2}$, \& $1<b<a$ \& <br>

\hline \& $$
\begin{aligned}
& 2 a M_{1}^{2}-(a+1)\left(K_{3}^{2}-M_{2}^{2}\right)-a\left(K_{2}^{2}-M_{3}^{2}\right)-b\left(K_{2} M_{3}+M_{3} K_{2}-M_{2} K_{3}-K_{3} M_{2}\right), \\
& \left(a^{2}+b^{2}\right) M_{1}^{2}-a\left(K_{3}^{2}-M_{2}^{2}\right)+b\left(K_{3} M_{2}+M_{2} K_{3}\right)
\end{aligned}
$$ \& $a_{4}, b \in \mathbb{R}$ \& $\mathrm{I}_{4}(Y, Z)$ <br>

\hline \& $$
\left(K_{2}+M_{3}\right)^{2}+\left(K_{3}+M_{2}\right)^{2}+(a+1) K_{1}^{2}+K_{3}^{2}-M_{2}^{2}+a\left(M_{3}^{2}-K_{2}^{2}\right)
$$ \& \& $\mathrm{I}_{4}(Y, Z)$ <br>

\hline \& $$
\begin{aligned}
& \left(K_{3}+M_{2}\right)^{2}-a\left(K_{2}+M_{3}\right)^{2}+a K_{1}^{2} \\
& \left(K_{2}+M_{3}\right)^{2}+\left(K_{3}+M_{2}\right)^{2}-(a+1) K_{1}^{2}-M_{2}^{2}+K_{3}^{2}-a\left(K_{2}^{2}-M_{3}^{2}\right)
\end{aligned}
$$ \& $1<a$ \& $\mathrm{I}_{4}(Y, Z)$ <br>

\hline \& $$
\left(K_{3}+M_{2}\right)^{2}-a\left(K_{2}+M_{3}\right)^{2}-a K_{1}^{2}
$$ \& $1<a$ \& <br>

\hline \& $\left(K_{2}+M_{3}\right)^{2}-\left(K_{3}+M_{2}\right)^{2}-(a-1) K_{1}^{2}-M_{3}^{2}+K_{2}^{2}-a\left(M_{2}^{2}-K_{3}^{2}\right)$, \& \& $\mathrm{I}_{4}(Y, Z)$ <br>
\hline \& $\left(K_{2}+M_{3}\right)^{2}-a\left(K_{3}+M_{2}\right)^{2}-a K_{1}^{2}$ \& $0<a$ \& <br>

\hline \& $$
\begin{aligned}
& M_{2}^{2}-K_{3}^{2}-M_{1}^{2}-\left(M_{2}-K_{3}\right)^{2}-M_{1}\left(M_{2}-K_{3}\right)-\left(M_{2}-K_{3}\right) M_{1}, \\
& \left(M_{2}-K_{3}\right)^{2}-K_{1}\left(K_{2}-M_{3}\right)-\left(K_{2}-M_{3}\right) K_{1}
\end{aligned}
$$ \& \& $\mathrm{I}_{4}(Y, Z)$ <br>

\hline
\end{tabular}



FIG. 1. The $\mathbf{O}(2,2)$ conjugacy classes of subalgebras of $\sigma(2,2)$. The parameters take the following real values:
$\epsilon= \pm 1,0<|c| \leqslant 1, d \geqslant 0, e>0, f \neq 0,0<|g| \leqslant 1,0<h<1$. A line connects each algebra with its maximal subalgebras. A solid (broken) line indicates an inclusion for all (some) values of the parameters involved.
diagram of them is given in Fig. 1. We use the isomorphism $o(2,2) \sim o(2,1) \oplus o(2,1)$ and write the algebra $o(2,2)$ in the form $\left\{A_{i}, B_{i}\right\}$ :

$$
\begin{align*}
& {\left[A_{1}, A_{2}\right]=-A_{3},\left[A_{3}, A_{1}\right]=A_{2},\left[A_{2}, A_{3}\right]=A_{1},} \\
& {\left[B_{1}, B_{2}\right]=-B_{3},\left[B_{3}, B_{1}\right]=B_{2},\left[B_{2}, B_{3}\right]=B_{1},}  \tag{3.35}\\
& {\left[A_{i}, B_{k}\right]=0, \quad i, k=1,2,3}
\end{align*}
$$

( $A_{3}$ and $B_{3}$ are the compact elements).
Let us discuss the individual classes of coordinates.
Type 1: The algebra o(2,2) has no MASA of dimension 3 , and hence this class does not occur.

Type II: There exist six different MASA of dimension 2, each corresponding to a different system of coordinates. Systems I1, I2, and I3 of Ref. 16 are orthogonal and correspond to the subalgebras $\left\{A_{2}, B_{3}\right\},\left\{A_{2}, B_{2}\right\}$, and
$\left\{A_{1}-A_{3}, B_{1}-B_{3}\right\}$, respectively. Systems I4, I5, and I6 are nonorthogonal and correspond to the subalgebras
$\left\{A_{3}, B_{1}-B_{3}\right\},\left\{A_{2}, B_{1}-B_{3}\right\}$, and $\left\{A_{3}, B_{2}\right\}$, respectively.
Type $I I_{1}$ and $\mathrm{II}_{2}$ : These do not occur since the centralizers of all one-dimensional subalgebras are either Abelian, or reductive of the type

$$
\begin{aligned}
& \left\{A_{3}\right\} \oplus\left\{B_{1}, B_{2}, B_{3}\right\},\left\{A_{2}\right\} \oplus\left\{B_{1}, B_{2}, B_{3}\right\}, \\
& \text { or }\left\{A_{1}-A_{3}\right\} \oplus\left\{B_{1}, B_{2}, B_{3}\right\} .
\end{aligned}
$$

These do not lead to separable coordinate systems on the considered hyperboloid [they would on the direct product of two $\mathrm{O}(2,1)$ hyperboloids].

Type $\mathrm{III}_{3}$ : The algebra $\mathrm{o}(2,2)$ has three non-Abelian subalgebras with second order Casimir operators distinct from the Casimir operators of $\mathrm{o}(2,2)$. These are
(i) $\mathrm{e}(1,1):\left\{A_{2}-B_{2}, A_{1}-A_{3}, B_{1}-B_{3}\right\}$
[here $S_{1}=\left(A_{2}-B_{2}\right)^{2}, S_{2}=\left(A_{1}-A_{3}\right)\left(B_{1}-B_{3}\right)$ leads to one coordinate system],
(ii) $\mathrm{o}(2,1):\left\{A_{1}+B_{1}, A_{2}+B_{2}, A_{3}+B_{3}\right\}$,
(iii) $\mathrm{o}(2,1):\left\{A_{1}-B_{1}, A_{2}+B_{2}, A_{3}-B_{3}\right\}$.

Each of the $o(2,1)$ subalgebras leads to three different subgroup type coordinate systems.

Type $I I_{4}$ : The one-dimensional subalgebras providing $\mathrm{III}_{4}$ type coordinates are $\left\{A_{3}+B_{3}\right\},\left\{A_{3}-B_{3}\right\},\left\{A_{2}+B_{2}\right\}$,
$\left\{A_{1}-A_{3}+B_{1}-B_{3}\right\}$, and $\left\{A_{1}-A_{3}-B_{1}+B_{3}\right\}$, leading to two, two, nine, three, and three systems, respectively.

Type $I V_{1}$ : The same subalgebras $\mathrm{e}(1,1)$ and $\mathrm{o}(2,1)$ as in case $\mathrm{III}_{3}$ lead to these "semisubgroup" type coordinates, of which there exist $8+6+6=20$.

Type $I V_{2}$ : The remaining generic case leads to 22 more coordinate systems. ${ }^{16}$

Thus, altogether 74 separable coordinate systems exist. Of these exactly six are nonorthogonal. We shall not discuss their discrete symmetries here.

## E. The group $\mathrm{E}(2,1)$

Separation of variables in three-dimensional Minkowski space has not been investigated with the same amount of detail as in the other three-dimensional spaces of constant curvature. The coordinate systems can however be extracted from Refs. 17 and 14. The subgroup structure of $\mathrm{E}(2,1)$ on the other hand is known. ${ }^{21}$ We write the algebra $\mathrm{e}(2,1)$ in the form $\left\{K_{1}, K_{2}, L_{3}, P_{0}, P_{1} P_{2}\right\}$ :

$$
\begin{align*}
& {\left[K_{1}, K_{2}\right]=-L_{3},\left[L_{3}, K_{1}\right]=K_{2},\left[L_{3}, K_{2}\right]=-K_{1}} \\
& {\left[K_{i}, P_{0}\right]=P_{i},\left[K_{i}, P_{k}\right]=\delta_{i k} P_{0},\left[L_{3}, P_{0}\right]=0}  \tag{3.36}\\
& {\left[L_{3}, P_{1}\right]=P_{2},\left[L_{3}, P_{2}\right]=-P_{1},\left[P_{\mu}, P_{v}\right]=0} \\
& (i, k=1,2 ; \mu, v=0,1,2)
\end{align*}
$$

Type I: There is one three-dimensional MASA: $\left\{P_{0}, P_{1}, P_{2}\right\}$ corresponding to Cartesian coordinates.

Type II: There are four different MASA of dimension 2. Two of them $\left\{K_{1}, P_{2}\right\}$ and $\left\{L_{3}, P_{0}\right\}$ correspond to orthogonal coordinates, and two others correspond to nonorthogonal ones. These are

$$
\begin{aligned}
S_{1}= & \left(P_{0}-P_{2}\right)^{2}, S_{2}=\left(L_{3}+K_{1}\right)^{2}: \\
& x=x_{2} x_{3}, y=x_{1}-\frac{1}{2} x_{2}^{2} x_{3}, t=-x_{1}+x_{3}+\frac{1}{2} x_{2}^{2} x_{3},
\end{aligned}
$$

and

$$
\begin{aligned}
S_{1}= & \left(P_{0}-P_{2}\right)^{2}, S_{2}=\left(L_{3}+K_{1}+P_{0}+P_{2}\right)^{2}: \\
& x=x_{2}\left(x_{2}+x_{3}\right), y=x_{1}+x_{2}-x_{2}^{2}\left(\frac{x_{2}}{3}+\frac{x_{3}}{2}\right), \\
& t=-x_{1}+x_{2}+x_{3}+x_{2}^{2}\left(\frac{x_{2}}{3}+\frac{x_{3}}{2}\right)
\end{aligned}
$$

Type $I I_{1}$ : Among the nine types of one-dimensional subalgebras of e( 2,1 ) precisely three algebras have non-Abelian centralizers, two of which are direct sums. These are as follows: (i) $\left\{P_{1}\right\}$ with cent $\left(P_{1}\right)=P_{1} \oplus\left\{K_{2}, P_{0}, P_{2}\right\}$ : Hence, $S_{1}=P_{1}^{2}$ and $S_{2}$ is an element of the enveloping algebra of $e(1,1)$, not equal to the Casimir operator, nor to the square of a generator. This leads to eight orthogonal coordinate systems. (ii) $\left\{P_{0}\right\}$ with cent $\left(P_{0}\right)=P_{0} \oplus\left\{L_{3}, P_{1}, P_{2}\right\}$ : Hence, $S_{1}=P_{0}^{2}$ and $S_{2}$ is either $L_{3} P_{1}+P_{1} L_{3}$ or $L_{3}^{2}+a\left(P_{1}^{2}-P_{2}^{2}\right)$ with $a>0$ (two orthogonal systems).

Type $\mathrm{II}_{2}$ : The only element of $\mathrm{e}(2,1)$ that has a nonseparable centralizer is ( $P_{0}-P_{2}$ ) with
$\operatorname{cent}\left(P_{0}-P_{2}\right)=\left\{L_{3}-K_{1}, P_{0}+P_{2}, P_{1}, P_{0}-P_{2}\right\}$ (this is a nilpotent algebra). In this case we have nor
$\left(P_{0}-P_{2}\right)=\left\{K_{2}, L_{3}-K_{1}, P_{0}+P_{2}, P_{1}, P_{0}-P_{2}\right\}$. The choice $S_{1}=\left(P_{0}-P_{2}\right)^{2}$ and $S_{2}$ a member of the enveloping algebra of $\operatorname{cent}\left(P_{0}-P_{2}\right)$ (not equal to a square of a generator, nor to
a Casimir operator) leads to three nonorthogonal coordinate systems. These are as follows:

$$
\begin{aligned}
& \text { (i) } \begin{aligned}
S_{2} & =P_{1}\left(L_{3}-K_{1}\right)+\left(L_{3}-K_{1}\right) P_{1} \\
x & =x_{3} \sqrt{x_{2}}, y-t=x_{1}-\frac{1}{4} x_{3}^{2} \\
y & +t=2 x_{2} ;
\end{aligned} \\
& \text { (ii) } \begin{aligned}
S_{2} & =\left(L_{3}-K_{1}\right)^{2}+4 P_{1}^{2}, \\
x & =x_{3} \sqrt{1+x_{2}^{2}}, y-t=x_{1}-\frac{1}{2} x_{3}^{2} x_{2} \\
y & +t=2 x_{2} ;
\end{aligned} \\
& \text { (iii) } \begin{aligned}
S_{2} & =\left(L_{3}-K_{1}\right)^{2}+8 a P_{1}\left(P_{1}-P_{2}\right), \quad a>0 \\
x & =x_{2} x_{3}+\frac{a}{x_{2}}, y-t=x_{1}-\frac{1}{2} x_{2} x_{3}^{2} \\
& \quad+a \frac{x_{3}}{x_{2}}+\frac{a^{2}}{6\left(x_{2}\right)^{3}}
\end{aligned}
\end{aligned}
$$

$$
y+t=2 x_{2}
$$

Type $\mathrm{III}_{3}$ : Subgroup type coordinates in this case only originate from the $\mathbf{O}(2,1)$ subgroup. We obtain three coordinate systems, corresponding to $S_{1}=L_{3}^{2}, K_{2}^{2}$, or $\left(L_{3}-K_{1}\right)^{2}$ and $S_{2}=K_{1}^{2}+K_{2}^{2}-L_{3}^{2}$.

Type $I I_{4}$ : Taking $S_{1}=L_{3}^{2}, K_{2}^{2}$, or $\left(L_{3}-K_{2}\right)^{2}$ we obtain 10 orthogonal coordinate systems.

Type IV ${ }_{1}$ : Semisubgroup type coordinates again originate from $O(2,1)$ only and six types of them exist.

Type $I V_{2}$ : The generic class here consists of 22 types of coordinates.

The total is 54 orthogonal coordinate systems, and five nonorthogonal ones. We shall not go into the problem of discrete symmetries here.
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A number of fixed-plethysm generating functions are given for SU(2); a fixed -plethysm generating function gives the content of the component with definite exchange symmetry of the direct product of a given number of copies of an irreducible representation $R_{l}$, with $l$ running through all values. New symmetries are found relating antisymmetric to symmetric products, and relating plethysms in which the number of factors is interchanged with the factor representation label $l$. Expressions for two-box plethysm generating functions for $\mathbf{S U}(3)$ and for fixed-plethysm generating functions for $\mathrm{SU}(2)$ based on reducible representations are also given.

PACS numbers: 02.20Qs

## 1. INTRODUCTION

For over a century there have existed examples of a certain type of generating function ${ }^{1}$ related to the representation theory of the group $\mathrm{SU}(2)$.

Consider the tensor product of $p$ copies of a representation $R_{l}$ of $S U(2)$

$$
\begin{equation*}
R_{l} \otimes \cdots \otimes R_{l}=\underset{[\lambda], s}{\oplus} n_{l s}^{[\lambda]}[\lambda] \times R_{s} \tag{1.1}
\end{equation*}
$$

The sum is over representations $s$ of $\mathbf{S U}(2)$ and those representations [ $\lambda$ ] of the permutation group $S_{p}$ whose Young tableaus have no columns exceeding $l+1$ in length. The dimension of the $\mathrm{SU}(2)$ representation $R_{l}$ (or $R_{s}$ ) is $l+1$ (or $s+1$ ); thus $l$ (or $s$ ) is twice the angular momentum associated with the representation $l$ (or $s$ ). The partial sum $\oplus_{s} n_{l s}^{[\lambda]} R_{s}$ in (1.1), to be denoted by $R_{l}^{[\lambda]}$, is the plethysm of exchange symmetry [ $\lambda$ ] based on the representation $R_{l}$; the coefficient $n_{l s}^{[\lambda]}$ is the multiplicity of the representation $R_{s}$ in the plethysm. The $S_{p}$ representation [ $\lambda$ ] is more explicitly written $\left[1^{\lambda_{1}}, 2^{\lambda_{2}}, \ldots, r^{\lambda_{r}}\right]$ where the non-negative integer $\lambda_{i}$ is the number of rows of length $i$ in its Young tableau. The $\lambda_{i}$ satisfy

$$
\begin{equation*}
\sum_{i=1}^{r} i \lambda_{i}=p \tag{1.2}
\end{equation*}
$$

Cayley, Sylvester, ${ }^{1}$ and collaborators long ago calculated a rational form of the generating function

$$
\begin{equation*}
F_{l}(P, S)=\sum_{p, s=0}^{\infty} n_{l s}^{[\lambda]} P^{p} S^{s} \tag{1.3}
\end{equation*}
$$

for the symmetric pelthysm $R_{!}^{[p]}, 0 \leqslant l \leqslant 12$.
Analogous generating functions have been given ${ }^{2-4}$ for groups (including finite groups) other than $\mathrm{SU}(2)$ and for
more general plethysms. We describe such generating functions as being of the Cayley-Sylvester, or fixed-l, type. For practical reasons, $R_{l}$ is usually restricted to representations of fairly low dimension.

Multiplicities $n_{l s}^{[\lambda]}$ of the symmetric part or $n_{I s}$ of the full tensor product were studied previously (cf. Ref. 5 and references therein).

Recently ${ }^{4}$ examples have been given of a new type of generating function

$$
\begin{equation*}
\phi_{[\lambda]}(L, S)=\sum_{l, s} n_{l s}^{[\lambda]} L^{s} S^{s} \tag{1.4}
\end{equation*}
$$

We describe them as being of fixed-plethysm, or fixed-symmetry, type. The Young tableau [ $\lambda$ ], for practical reasons, is restricted to have a fairly small number $p$ of boxes. This paper is concerned with fixed-symmetry generating functions.

In Sec. 2 we give explicit expressions, for a number of fixed-symmetry generating functions; their interpretation is explained.

Section 3 points out some remarkable symmetries connecting apparently unrelated plethysms and their generating functions.

Section 4 explains how the generating functions of Sec. 2 are derived.

Section 5 contains a brief discussion of possible generating functions of more general type. Fixed-symmetry generating functions of type [2] and [ $1^{2}$ ] are given for $\mathrm{SU}(3)$ representations. Generating functions for plethysms [1], [2], [1²], [3], $\left[1^{3}\right],[2,1]$ based on reducible $S U(2)$ representations are also shown.

## 2. SOME FIXED-SYMMETRY GENERATING FUNCTIONS

Fixed-symmetry generating functions of symmetric type [ $p$ ], $0 \leqslant p \leqslant 5$, are ${ }^{4,6}$

$$
\begin{align*}
& \phi_{[0]}(L, S)=(1-L)^{-1}  \tag{2.1}\\
& \phi_{[1)}(L, S)=(1-L S)^{-1}  \tag{2.2}\\
& \phi_{[2]}(L, S)=\left[\left(1-L^{2}\right)\left(1-L S^{2}\right)\right]^{-1} \tag{2.3}
\end{align*}
$$

[^3]\[

$$
\begin{align*}
\phi_{[3]}(L, S)= & \left(1+L^{3} S^{3}\right)\left[\left(1-L^{4}\right)\left(1-L^{2} S^{2}\right)\left(1-L S^{3}\right)\right]^{-1},  \tag{2.4}\\
\phi_{|4|}(L, S)= & \left(1+L^{3} S^{6}\right)\left[\left(1-L^{2}\right)\left(1-L^{3}\right)\left(1-L^{2} S^{4}\right)\left(1-L S^{4}\right)\right]^{-1},  \tag{2.5}\\
\phi_{[5]}(L, S)= & {\left[\left(1-L^{4}\right)\left(1-L^{8}\right)\left(1-L S^{5}\right)\left(1-L^{2} S^{2}\right)\right]^{-1} } \\
& \times\left[( 1 - L ^ { 2 } S ^ { 6 } ) ^ { - 1 } \left\{1+L^{3} S^{9}+L^{4} S^{6}+L^{5}\left(S^{7}+S^{9}\right)+L^{6}\left(S^{4}+S^{10}\right)\right.\right. \\
& +L^{7}\left(S^{5}+S^{7}+L^{8}\left(S^{2}+S^{8}\right)+L^{11} S^{11}\right\}+\left(1-L^{12}\right)^{-1}\left\{L^{3}\left(S^{3}+S^{5}\right)\right. \\
& +L^{4} S^{4}+L^{5}\left(S+S^{3}\right)+L^{6} S^{2}+L^{7} S+L^{8} S^{4}+L^{9}\left(S^{3}+S^{5}\right)+L^{10}\left(S^{2}+S^{4}\right) \\
& \left.\left.+L^{11}\left(S+S^{3}\right)+L^{12}+L^{13} S+L^{14} S^{4}+L^{16} S^{2}+L^{18}\right\}\right] . \tag{2.6}
\end{align*}
$$
\]

Fixed-symmetry generating functions $\phi_{\left[1^{p}\right]}$ of antisymmetric type [ $\left.1^{p}\right], 1 \leqslant p$, are related to the fixed-symmetry generating functions of symmetric type through
$\phi_{\left[1^{p} \mid\right.}(L, S)=L^{p-1} \phi_{[p]}(L, S)$.
For mixed symmetry [2,1] the generating function is

$$
\begin{equation*}
\phi_{|2,1|}=\frac{L S}{\left(1-L^{2}\right)(1-L S)\left(1-L S^{3}\right)} . \tag{2.8}
\end{equation*}
$$

For the three mixed symmetries with four boxes the generating functions are
$\phi_{\left[2,1^{2} \mid\right.}(L, S)=\frac{L^{2} S^{2}}{(1-L)\left(1-L^{2}\right)\left(1-L S^{2}\right)\left(1-L S^{4}\right)}=L \phi_{[3,1]}(L, S)$,
$\phi_{\left(2^{2}\right)}(L, S)=\frac{L+L^{4} S^{6}}{\left(1-L^{2} S^{4}\right)\left(1-L S^{4}\right)(1-L)\left(1-L^{3}\right)}$.
For the rectangular Young tableaus with six boxes we find

$$
\begin{align*}
\phi_{\left(3^{2}\right)}(L, S)= & \frac{1}{\left(1-L^{2}\right)^{2}\left(1-L^{6}\right)\left(1-L^{2} S^{8}\right)}\left(\frac{L+L^{5} S^{4}+L^{5} S^{10}+L^{7} S^{6}+L^{8} S^{4}+L^{10}+L^{10} S^{6}+L^{14} S^{10}}{\left(1-L^{2} S^{4}\right)\left(1-L^{4}\right)}\right. \\
& +\frac{L^{2} S^{2}+L^{3} S^{6}+L^{4} S^{4}+L^{5} S^{8}+L^{5} S^{10}+L^{5} S^{12}+L^{6} S^{6}+L^{7} S^{6}+L^{7} S^{8}+L^{7} S^{10}+L^{8} S^{8}+L^{9} S^{12}}{\left(1-L S^{6}\right)\left(1-L S^{2}\right)} \\
& +\frac{L^{2} S^{6}+L^{4} S^{6}+L^{4} S^{8}+L^{4} S^{12}+L^{6} S^{4}+L^{6} S^{6}+2 L^{6} S^{8}+L^{6} S^{10}+L^{8} S^{4}+L^{8} S^{10}+L^{10} S^{10}}{\left(1-L S^{6}\right)\left(1-L^{2} S^{4}\right)} \\
& \left.+\frac{L^{4} S^{2}+L^{4} S^{6}+L^{5} S^{2}+L^{5} S^{6}+2 L^{6} S^{2}+L^{7} S^{2}+L^{7} S^{6}+L^{8} S^{6}+L^{9} S^{2}+L^{9} S^{6}+L^{10} S^{6}}{\left(1-L S^{2}\right)\left(1-L^{4}\right)}\right) \\
= & L^{-1} \phi_{\left(2^{3}\right)}(L, S) . \tag{2.11}
\end{align*}
$$

The generating functions (2.1)-(2.5), their antisymmetric counterparts, and (2.8) are given in Ref. 4. They are reproduced here for the sake of completeness, because of changes in notation, and to correct misprints in Eq. (7.11) of Ref. 4.
of the indicated symmetry based on any $\mathrm{SU}(2)$ representation $\boldsymbol{R}_{i}$. For example, the plethysm of exchange symmetry [ $2^{2}$ ] based on the $\mathrm{SU}(2)$ representation $R_{4}$ is given by the coefficient of $L^{4}$ in the expansion of $\phi_{\left[2^{2}\right]}(L, S)$, Eq. (2.10), namely,

$$
\begin{equation*}
2+2 S^{4}+S^{6}+2 S^{8}+S^{12} \tag{2.12}
\end{equation*}
$$

This implies that the component of the direct product of four $l=4$ representations (angular momentum 2) with exchange symmetry [ $2^{2}$ ] contains the $\mathrm{SU}(2)$ representations 12,8 twice, 6, 4 twice, 0 twice.

It is interesting that the spinor representation $R_{1}$ never appears in the symmetric or antisymmetric plethysm for three copies of any $R$ (but it does appear just once in the plethysm of mixed symmetry $[2,1]$ ).

## 3. RELATIONS BETWEEN PLETHYSMS

Some seemingly unrelated plethysms apparently have
identical $\mathrm{SU}(2)$ decompositions
Consider the plethysm of symmetry [ $x^{y}$ ] (rectangular Young tableau) based on the $\mathrm{SU}(2)$ representation $R_{l}$, with $l=y+z+1$. The six plethysms obtained by permuting the three positive integers $x, y, z$ appear to have the same $\mathrm{SU}(2)$ content. That is, the multiplicities of (1.1) satisfy

$$
\begin{equation*}
n_{y+z-1, s}^{[x]}=n_{x+z-1, s}^{[y, x]}=n_{x+y-1, s}^{[z, y]}=\text { etc. } \quad(x, y, z \geqslant 1) . \tag{3.1}
\end{equation*}
$$

Here the first equality holds also when $z=0$. In terms of generating functions

$$
\begin{align*}
L^{-y+1} \phi_{\left[x^{y}\right]}(L, S) & =L^{-x+1} \phi_{\left[y^{x}\right]}(L, S) \\
& =F_{x+y-1}^{\prime}(L, S)=\text { etc. } \tag{3.2}
\end{align*}
$$

The generating function $F^{\prime}$ in (3.2) is a fixed $l l(l=x+y-1)$ generating function for rectangular plethysms of $y$ rows; its dummy $L$ carries the number of columns. It is a special case (all $\Lambda_{i}=0$ except $\Lambda_{y}=L$ ) of the fixed- $l$ generating functions for general plethysms described in Ref. 4.

With the help of branching rule tables ${ }^{7}$ we have checked numerous examples of (3.1). Although no complete proof exists, the following argument makes (3.1) extremely plausi-
ble. First consider the dimension of the plethysm [ $x^{y}$ ] based on $l=y+z-1$. It is the dimension of the representation $(0, \ldots, 0, x, 0, \ldots, 0)(y$ th label $=x$; for definition of the notation see Ref. 4) of $\operatorname{SU}(y+z)$. This is found to be

$$
\begin{equation*}
\frac{\prod_{i=0}^{x+y+z-1} i!\prod_{j=0}^{x-1} j!^{y} \prod_{k=0}^{1} k!\prod_{h=0}^{z-1} h!}{\prod_{l=0}^{x+z-1} l!\prod_{m=0}^{y+z-1} m!\prod_{p=0}^{x+y-1} p!} \tag{3.3}
\end{equation*}
$$

which is symmetrical in $x, y, z$. Also the highest representation $\boldsymbol{R}_{s}$ in the plethysm has $s=x y z$, again symmetrical in $x, y, z$.

As the second case, consider the plethysm of symmetry [ $x, 1^{y-1}$ ] (hook-shaped Young tableau) based on $R_{l}$ with $l=y+z-1$. The two plethysms obtained by permuting $x$ and $y$, keeping $z$ fixed, seem to have the same $\mathrm{SU}(2)$ content. That is the mutiplicities satisfy

$$
\begin{equation*}
n_{y+z-1, s}^{\left[x, v^{y}\right.}=n_{x+z-1, s}^{\left[y, 1^{x}{ }^{1}\right]}, \quad x, y>0 . \tag{3.4a}
\end{equation*}
$$

and the generating functions are related by

$$
\begin{equation*}
L^{x} \phi_{\left[x, 1^{y}{ }^{\prime}\right]}(L, S)=L^{y} \phi_{\left[y, 1^{x}-1\right]}(L, S) . \tag{3.4b}
\end{equation*}
$$

We have applied the same checks as for the relations (3.1). This time the dimension of the plethysm is

$$
\begin{equation*}
\frac{(x+y+z-1)!}{(x+y-1)(x-1)!(y-1)!z!}, \tag{3.5}
\end{equation*}
$$

and the highest $s$ is

$$
\begin{equation*}
z(x+y-1)+1 \tag{3.6}
\end{equation*}
$$

both symmetric in $x$ and $y$.
We have a complete proof of the relations (3.1) for $x=1$ [they then include the relation (3.4) with $x=1$ ]. Begin by showing

$$
\begin{equation*}
n_{y+z-1, s}^{\left[1 v^{y}\right]}=n_{z, s}^{\mid y]} \quad(y>0) \tag{3.7a}
\end{equation*}
$$

which is equivalent to the conjectured Eq. (8.1)

$$
\begin{equation*}
\phi_{\left[1^{p}\right]}(L, S)=L^{p-1} \phi_{|p|}(L, S), \quad 0<p, \tag{3.7b}
\end{equation*}
$$

of Ref. 4. Equation (3.7) states that the symmetric plethysm of $y$ boxes based on the $\mathrm{SU}(2)$ representation $R_{z}$ has the same $\mathrm{SU}(2)$ content as the antisymmetric plethysm of $y$ boxes based on $R_{z+y-1}$. The proof proceeds by showing that the weights in the antisymmetric plethysm are identical to those in the symmetric one. Start by giving all $y$ weights their maximum values; in the symmetric plethysm they are all equal to $z$; in the antisymmetric case they are respectively $z+y-1, z+y-3, \ldots, z-y+1$; in both cases the maximum total weight is $z y$. Now any other assignment of the $y$ weights is obtained from the initial one by specifying $z+1$ integers $i_{j}$ satisfying

$$
\begin{equation*}
0 \leqslant i_{0} \leqslant i_{1} \leqslant \cdots \leqslant i_{z} ; \quad \sum_{j=0}^{z} i_{j}=y ; \tag{3.8}
\end{equation*}
$$

$i_{j}$ is the number of weights which have been reduced by $j$ from their original values; in the antisymmetric case, to make the $i_{j}$ unique it is agreed that no weight will jump past any other when their values are decreased. Since the same sets of $i_{j}$ describe the symmetric and antisymmetric weights, the two plethysms contain the same weights, and hence the
same $\mathrm{SU}(2)$ representations. Hence (2.7) and (3.7) are proved. Because of conjugation symmetry [the $y$ th fundamental representation of $\mathrm{SU}(y+z)$ has the same $\mathrm{SU}(2)$ content as the $z \mathrm{th}]$ we have

$$
\begin{equation*}
n_{y+z-1, s}^{\left[1^{\nu}\right]}=n_{y+z-1, s}^{\left[1^{2}\right]}, \quad y, z>0 ; \tag{3.9}
\end{equation*}
$$

substituting (3.7) in (3.9) shows that

$$
\begin{equation*}
n_{z, s}^{[y]}=n_{y, s}^{[z]} . \tag{3.10}
\end{equation*}
$$

Equation (3.10) represents the surprising (to us) result that the symmetric plethysm of $y$ boxes based on $R_{z}$ has the same $\mathrm{SU}(2)$ content as the symmetric plethysm of $z$ boxes based on $R_{y}$. In terms of generating functions, (3.10) implies that the Cayley-Sylvester fixed-l generating function $F_{t}(P, S)$ of Eq . (1.3) (see also Ref. 5) is equal to the fixed-symmetry $\phi_{|p|}(L, S)$ of Eqs. (2.1) $-(2.6)$ when $l$ and $P$ are identified with $p$ and $L$, respectively.

## 4. DERIVATION OF GENERATING FUNCTIONS

To derive (2.11), start with Eq. (3.7) of Ref. 4, in which $\Lambda_{1}, \Lambda_{3}, \Lambda_{4}, \Lambda_{5}$ have been set equal to 0 . The result,

$$
\begin{align*}
& \mathscr{F}\left(\Lambda_{2}, M_{1}, M_{2}\right) \\
& \left.\quad=\left[1-\Lambda_{2}^{2}\right)\left(1-\Lambda_{2} M_{1}^{2}\right)\left(1-\Lambda_{2}^{2} M_{2}^{2}\right)\right]^{-1} \tag{4.1}
\end{align*}
$$

is the generating function for $O(5)$ representations (labels carried by $M_{1}, M_{2}$ ) contained in rectangular two-rowed plethysms (number of columns carried by $\boldsymbol{\Lambda}_{2}$ ) based on the (01) representation of $O(5)$. To convert (4.1) to the generating function for $\mathrm{SU}(2)$ representations contained in rectangular two-rowed plethysms based on $R_{4}$ of $\mathrm{SU}(2)$, substitute it into Eq. (23) of Ref. 2, the generating function for $\mathrm{O}(5) \supset \mathrm{SU}(2)$ branching rules. The form of (4.1) indicates that only the part of Eq. (23), Ref. 2, even in $U_{1}, U_{2}$ is required; call this part $\mathscr{G}^{\prime}\left(U_{1}^{2}, U_{2}^{2}, A\right)$. Then, according to (3.2), we find

$$
\begin{align*}
L^{-1} \phi_{\left[3^{2}\right]}(L, S) & =L^{-2} \phi_{\left[2^{3}\right]}(L, S)=F_{4}^{\prime}(L, S) \\
& =\left(1-L^{2}\right)^{-1} \mathscr{G}^{\prime}\left(L, L^{2}, S\right), \tag{4.2}
\end{align*}
$$

where $\phi_{\left|3^{2}\right|}(L, S)$ and $\phi_{\left[2^{3} \mid\right.}(L, S)$ are given in (2.11).
We now sketch the derivation of the mixed-symmetry generating functions (2.9) and (2.10). For each Young tableau it is straightforward to establish counting rules for weights. Thus for $\left[2,1^{2}\right]$ each set of four distinct $m$ 's is counted three times and a pair of equal $m$ 's with two distinct $m$ 's is counted once (the number of times a set of $m$ 's is counted depends only on the partition of $p$, not on the particular $m$ values. ${ }^{8}$ One can then write a recurrence formula for multiplicites of (total) weights

$$
\begin{align*}
N_{l, m}^{\left[2,1^{2}\right]}= & N_{l-2, m-l}^{\left[2,1^{2}\right]}+N_{l-2, m 1}^{\left[1^{3}\right]} \quad+N_{l-2, m-l}^{[2,1]} \\
& +N_{l-2, m+l}^{\left[1^{1}\right]}+N_{l-2, m+l}^{[2,1]} \\
& +N_{l-2, m-2 l}^{\left[1_{2}^{2}\right]}+N_{[-2, m+2 l}^{\left[1^{2}\right]} \\
& +N_{l-2, m}^{\left.[]_{2}\right]}+2 N_{l-2, m}^{\left[1_{1}^{2}\right]}+N_{l-2, m-l}^{[1]} \\
& +N_{l-2, m+l}^{[1]} . \tag{4.3}
\end{align*}
$$

$N_{l, m}^{[\lambda]}$ is the multiplicity of the total weight $m$ in the plethysm of symmetry [ $\lambda$ ] based on the representation $R_{l}$; the terms on the right-hand side of ( 4.3 ) correspond to choices of weights from the representation $R_{-2}$ together with zero, one, two or three weights $\pm l$. Using $n_{l, s}^{[\lambda]}=N_{l, m}^{(\lambda]}-N_{l, m+2}^{[\lambda]}$, one
finds the recurrence formula

$$
\begin{align*}
& n_{l, s}^{\left[2,1^{2}\right]} \\
& =n_{l-2, s}^{\left[2,1^{2}\right]}+n_{l-2, s-1}^{\left[1^{3}\right]} \\
& \quad-n_{l-2, l-s-2}^{\left[1^{3}\right]}+n_{l-2, s-1}^{[2,1]}-n_{l-2, l-s-2}^{[2,1]}-n_{l-2,1}^{\left[1^{2}\right]} \\
& \\
& \quad+n_{l-2, s+1}^{\left[1^{1}\right]}+n_{l-2, s+1}^{[2,1]}+n_{l-2, s-2 l}^{\left[1^{2}\right]}-n_{l-2,2 l-s-2} \\
& \quad+n_{l-2, s+2 l}^{\left[2^{2}\right]}+n_{l-2, s}^{[2]}+2 n_{l-2, s}^{\left[1^{2}\right]}  \tag{4.4}\\
& \quad+n_{l-2, s-1}^{[1]}-n_{l-2, l-s-2}^{[1]}+n_{l-2, s+l}^{[1]} .
\end{align*}
$$

It is understood that $n_{l, s}^{[\lambda]}$ vanishes if either subscript is negative. Now multiply (4.4) by $L^{\prime} S^{s}$ and sum over $l$ and $s$. The result is a recurrence formula

$$
\begin{align*}
& \phi_{\left[2,1^{2}\right]}(L, S) \\
& =L^{2} \phi_{\left[2,1^{2}\right]}(L, S)+L^{2} S^{2} \phi_{\left[1^{3}\right]}(L S, S)-L^{2} \phi_{\left[1^{3}\right]}\left(L S, S^{-1}\right) \\
& \quad+L^{2} S^{2} \phi_{[2,1]}(L S, S)-L^{2} \phi_{\{2,1]}(L S, S \\
& \left.\quad+L^{2} S^{-1}\right) \\
& \quad+L^{2} S^{-2} \phi_{\left.\left[1^{3}\right]\right]}\left(L S^{-1}, S\right) \\
& \quad-L^{2} S^{2} \phi_{[2,1]}\left(L S^{-1}, S\right)+L^{2} S^{4} \phi_{\left[1^{2}\right]}\left(L S^{2}, S\right) \\
& \quad+L^{2} S^{-4} S^{-4} \phi_{\left[1^{2}\right]}\left(L S^{-2}, S\right)+L^{2} \phi_{[2]}(L, S) \\
& \quad+2 L^{2} \phi_{\left[1^{2}\right]}(L, S)+L^{2} S^{2} \phi_{[1]}(L S, S) \\
& \quad-L^{2} \phi_{[1]}\left(L S, S^{-1}\right)+L^{2} S^{-2} \phi_{[1]}\left(L S^{-1}, S\right) \tag{4.5}
\end{align*}
$$

It is understood that negative power of $S$ are to be discarded on the right-hand side of (4.5); this may be done with the help of Eq. (7.6) of Ref. 4.

Relation (4.5) expresses the generating function $\phi_{\left[2,1^{2}\right]}$ of (2.9) in terms of generating functions of lower plethysms which are all known.

The derivation of $\phi_{\left[2,1^{2}\right]}(L, S)$ described above can be repeated for any plethysm. It turns out, however, that this is not always the most practicable way of deriving a fixed plethysm generating function. The generating function for a plethysm with a rectangular Young tableau can be found from an appropriate fixed-l plethysm; thus the method used to derive Eq. (4.2) gives very simply the result

$$
\begin{equation*}
\phi_{\left|2^{2}\right|}(L, S)=\frac{L \mathscr{G}(0, L, S)}{1-L}, \tag{4.6}
\end{equation*}
$$

in agreement with (2.10); the function $\mathscr{G}$ in (4.6) is given by Eq. (23) of Ref. 2.

It is also possible to find a generating function by inspecting plethysms of the symmetry in question for a number of low values of $l$ (method of elementary multiplets ${ }^{9}$ ). The plethysms are found from $\mathrm{SU}(l+1) \supset \mathrm{SU}(2)$ branching rules.

A simple label-counting argument shows that the number of denominator factors in a fixed-plethysm generating function equals

$$
\begin{equation*}
r+(p-1) b \tag{4.7}
\end{equation*}
$$

where $r$ is the number of representation labels (rank) and $b$ is the number of internal labels of the group in question. For $\mathrm{SU}(2)$, one has $r=b=1$; therefore the number of denominator factors is $p$, the number of boxes in the Young tableau of the plethysm. For $\mathrm{SU}(3)$ one has $r=2, b=3$, and the number of denominator factors is $3 p-1$.

The symmetry (3.7), which relates symmetric to antisymmetric plethysms, can be used to simplify a result of Ref. 4. Equation (7.5) of Ref. 4, satisfied by generating functions
$\phi_{\left[1^{\rho}\right]}(L, S)$ for antisymmetric plethysms implies an analogous equation for generating functions $\phi_{|p|}(L, S)$ for symmetric plethysms. It turns out to be

$$
\begin{align*}
(1- & \left.L^{2}\right) \phi_{(p)}(L, S) \\
= & L S^{p} \phi_{[p-1]}(L S, S)+L S^{-p} \phi_{[p-1]}(L / S, S) \\
& -L S^{p-2} \phi_{p-1}(L S, 1 / S) \\
& +\phi_{\{p-2]}(L, S)+\delta_{p 0}(1+L)+\delta_{p 1} \tag{4.8}
\end{align*}
$$

which replaces the much more complicated (7.10) of Ref. 4. Negative powers of $S$ are to be discarded from the expansion of the right-hand side of $(4.8) ; \phi_{[p]}(L, S)=0$ if $p$ is negative. Similarly, Eq. (7.9) of Ref. 4 is equivalent to the much simpler

$$
\begin{align*}
n_{l s}^{[p]}= & \left.n_{l-2, s}^{[p]}+n_{l}^{[p-1,1]}\right]-p+1 \\
& +n_{p-1}^{[p-1, l-l, s+l+p-1}-n_{l}^{[p-1]} \\
& +n_{1, s}^{[p-1]}+\delta_{p 0} \delta_{l 0} \delta_{s 0}+\delta_{p 0} \delta_{l 1} \delta_{s 0}+\delta_{p 1} \delta_{10} \delta_{s 0} . \tag{4.9}
\end{align*}
$$

$n_{l s}^{[p]}=0$ if any subscript or superscript is negative.

## 5. CONCLUDING REMARKS

(1) Fixed-l generating functions may be reinterpreted as generating functions for fixed plethysms of type [ $p$ ] or [ $1^{p}$ ] [Eq. (3.10)]. The form in which they are given by Franklin and Sylvester is inconvenient because their series expansions contain negative terms and consequent cancellations. They are being rederived in completely positive form. ${ }^{10}$
(2) Fixed-plethysm and fixed-l generating functions are not the only kinds one might define. For example consider

$$
\begin{equation*}
\mathscr{S}(P, L, S)=\sum_{p, l, s=0}^{\infty} n_{l s}^{[p]} P^{p} L^{l} S^{s} \tag{5.1}
\end{equation*}
$$

the generating function for all symmetric plethysms. It contains the fixed- $l$ generating function (1.3) as the coefficient of $L^{\prime}$ and the fixed-plethysm generating function $\phi_{(p)}(L, S)$ as the coefficient of $P^{p}$.

Multiplying Eq. (4.8) by $P^{p}$ and summing over $p$ leads to a functional equation satisfied by $\mathscr{S}(P, L, S)$,

$$
\begin{align*}
&\left(1-L^{2}-P^{2}\right) \mathscr{S}(P, L, S)+\frac{P L}{S} \mathscr{S}\left(P S, L S, \frac{1}{S}\right) \\
&-P L S \mathscr{S}(P S, L S, S)-\frac{P L}{S} \mathscr{S}\left(\frac{P}{S}, \frac{L}{S}, S\right) \\
&= 1+L+P . \tag{5.2}
\end{align*}
$$

Negative powers of $S$ are to be discarded from the expansion of the left-hand side of (5.2). The symmetry [Eq. (3.10)] of $\mathscr{S}(P, L, S)$ in $P$ and $L$ is obvious in (5.2). The solution of (5.2) would contain all the results hitherto obtained for symmetric and antisymmetric plethysms, and much more.

The generating function

$$
\begin{equation*}
\mathscr{A}(P, L, S)=\sum_{p, l, s=0}^{\infty} n_{l s}^{\left[1^{p}\right]} P^{p} L^{\prime} S^{s}, \tag{5.3}
\end{equation*}
$$

for all antisymmetric plethysms is related to $\mathscr{S}(P, L, S)$ because of (3.7). We find

$$
\begin{equation*}
\mathscr{A}(P, L, S)=L^{-1}[\mathscr{P}(P L, L, S)-1] \tag{5.4}
\end{equation*}
$$

In deriving (5.4) one has to take into account also the trivial
relation $\phi_{\left[1^{\circ}\right]}(L, S)=\phi_{[0]}(L, S)=(1-L)^{-1}$ excluded in (3.7).

Besides fixed $-l$ and fixed-plethysm generating functions one may define symmetric and antisymmetric fixed-s generating functions defined by the summations

$$
\begin{equation*}
\sum_{p, l=0}^{\infty} n_{l s}^{[p]} P^{p} L^{l} \quad \text { and } \quad \sum_{p, l=0}^{\infty} n_{l s}^{\left[1^{p]}\right.} P^{p} L^{l} \tag{5.5}
\end{equation*}
$$

They are the coefficients of $S^{s}$ in $\mathscr{S}(P, L, S)$ and $\mathscr{A}(P, L, S)$, respectively. No closed expression is known for such generating functions.
(3) Fixed-plethysm generating functions are not restricted to the group $\operatorname{SU}(2)$. For example

$$
\begin{align*}
& F_{[2]}(A, B, a, b) \\
& =\frac{1+A B a b+A^{2} B a b^{2}+A B^{2} a^{2} b}{\left(1-A a^{2}\right)\left(1-B b^{2}\right)\left(1-A^{2} b^{2}\right)\left(1-B^{2} a^{2}\right)(1-A B)} \tag{5.6}
\end{align*}
$$

and
$F_{\left[1^{2}\right]}(A, B, a, b)$
$=\frac{A b+B a+A B a b+A^{2} B^{2} a^{2} b^{2}}{\left(1-A a^{2}\right)\left(1-B b^{2}\right)\left(1-A^{2} b^{2}\right)\left(1-B^{2} a^{2}\right)(1-A B)}$,
are generating functions for the symmetric and antisymmetric parts of the Clebsch-Gordan product of two equal representations of $\operatorname{SU}(3)$. The dummies $A, B$ play the role of $L$ in the case of $\operatorname{SU}(2)$; they carry the labels of the representations being multiplied; $a, b$ play the role of $S$ and carry the labels of the representations into which the product decomposes.
(4) Using the well known relation ${ }^{4}$ between Young tableaus and irreducible representations of the groups $\operatorname{SU}(n)$, one can translate the symmetries (3.1) and (3.4) into the equality of dimensions of certain representations of $\mathrm{SU}(n)$ groups of different ranks. Denoting a representation of $\operatorname{SU}(n)$ by non-negative integers $\lambda_{i}, i=1, \ldots, n$, equal to the number of columns of length $i$ in the corresponding tableau, one concludes from three of the six relations (3.1) that the representations

$$
\begin{array}{ll}
\lambda_{i}=y \delta_{i x}, & i=1,2, \ldots, x+z-1 \\
\lambda_{i}=2 \delta_{i y}, & i=1,2, \ldots, y+x-1  \tag{5.7}\\
\lambda_{i}=x \delta_{i z}, & i=1,2, \ldots, z+y-1
\end{array}
$$

of the groups $\mathrm{SU}(x+z), \mathrm{SU}(y+x)$, and $\mathrm{SU}(z+y)$ have the same dimension for any positive integers $x, y, z$. For example, putting $x=1, y=2, z=3$, one gets the representations (0010), (200), (03) of $\operatorname{SU}(5), \mathrm{SU}(4), \mathrm{SU}(3)$, all being of dimension ten.

Similarly from (3.4), one finds that the representations

$$
\begin{align*}
& \lambda_{i}=(x-1) \delta_{i 1}+\delta_{i y}, \quad i=1,2, \ldots, y+z-1, \\
& \lambda_{i}=(y-1) \delta_{i 1}+\delta_{i x}, \quad i=1,2, \ldots, x+z-1, \tag{5.8}
\end{align*}
$$

of $\operatorname{SU}(y+z)$ and $\operatorname{SU}(x+z)$ have the same dimension for any non-negative $x, y, z$. An example is the coincidence of dimensions for (101) of $\operatorname{SU}(4)$ and (21) of $\operatorname{SU}(3)$.
(5) It is also possible to define fixed-plethysm generating functions based on reducible representations. Rather than discuss the general problem we mention here some simple examples for the group $S U(2)$. Define

$$
\begin{equation*}
\phi_{[\lambda]}\left(L_{1}, L_{2}, S\right)=\sum_{l_{1}, l_{2}, s=0}^{\infty} n_{l_{1, l_{2} s}^{[\lambda]}}^{l} L_{1}^{l_{1}} L_{2}^{l_{2}} S^{s}, \tag{5.9}
\end{equation*}
$$

where $n_{l_{1, t}, ~}^{[\lambda]}$ is the multiplicity of $R_{s}$ in the plethysm [ $\left.\lambda\right]$ based on the reducible representation $R_{i_{1}} \oplus R_{t_{2}}$. Each $\phi_{(\lambda)}$ is a sum of generating functions corresponding to all possible splittings of the Young tableau [ $\lambda$ ] into two disconnected tableaus. For that purpose the trivial tableau $\cdot$ with zero boxes has to be taken into account. The lowest cases then are

$$
\phi_{[2,1]}\left(L_{1}, L_{2}, S\right)
$$

$$
\left.=\cdot \nabla^{(\square 日+~}+\square \square\right)
$$

$$
+(\theta a+\infty \square)+\Phi
$$

$$
=\frac{L_{2} S}{\left(1-L_{1}\right)\left(1-L_{2}^{2}\right)\left(1-L_{2} S^{2}\right)\left(1-L_{2} S\right)}
$$

$$
\begin{aligned}
& \phi_{[1]}\left(L_{1}, L_{2}, S\right) \\
& =\cdot \square+\square \cdot=\frac{1}{\left(1-L_{1}\right)\left(1-L_{2} S\right)} \\
& +\frac{1}{\left(1-L_{1} S\right)\left(1-L_{2}\right)}, \\
& \phi_{[2]}\left(L_{1}, L_{2}, S\right) \\
& =\cdot \square+\square \square+\square \text { • } \\
& =\frac{1}{\left(1-L_{1}\right)\left(1-L_{2}^{2}\right)\left(1-L_{2} S^{2}\right)} \\
& +\frac{1}{\left(1-L_{1} L_{2}\right)\left(1-L_{1} S\right)\left(1-L_{2} S\right)} \\
& +\frac{1}{\left(1-L_{1}^{2}\left(1-L_{1} S^{2}\right)\left(1-L_{2}\right)\right.}, \\
& \phi_{\left[1^{2}\right]}\left(L_{1}, L_{2}, S\right) \\
& =\cdot \theta+\square \square+\theta \text {. } \\
& =\frac{L_{2}}{\left(1-L_{1}\right)\left(1-L_{2}^{2}\right)\left(1-L_{2} S^{2}\right)} \\
& +\frac{1}{\left(1-L_{1} L_{2}\right)\left(1-L_{1} S\right)\left(1-L_{2} S\right)} \\
& =\frac{L_{1}}{\left(1-L_{1}^{2}\right)\left(1-L_{1} S^{2}\right)\left(1-L_{2}\right)}, \\
& \phi_{|3|}\left(L_{1}, L_{2}, S\right) \\
& =\cdot \square+\square \square \square+\square \square+\square \\
& =\frac{1+L_{2}^{3} S^{3}}{\left(1-L_{1}\right)\left(1-L_{2}^{2}\right)\left(1-L_{2}^{2} S^{2}\right)\left(1-L_{2} S^{3}\right)} \\
& +\frac{1+1}{\left(1-L_{2}^{2}\right)\left(1-L_{1}^{2} L_{2}\right)\left(1-L_{1} S\right)\left(1-L_{2} S^{2}\right)} \\
& +\left\{L_{1} \longleftrightarrow L_{2}\right\}, \\
& \phi_{\left[1^{3}\right.}\left(L_{1}, L_{2}, S\right) \\
& =\cdot \theta+\square \theta+B \square+\theta \cdot \\
& =\frac{L_{2}^{2}+L_{2}^{5} S^{3}}{\left(1-L_{1}\right)\left(1-L_{2}^{2}\right)\left(1-L_{2}^{2} S^{2}\right)\left(1-L_{2} S^{3}\right)} \\
& +\frac{L_{2}+L_{1} L_{2}^{2} S}{\left(1-L_{2}^{2}\right)\left(1-L_{1}^{2} L_{2}\right)\left(1-L_{1} S\right)\left(1-L_{2} S^{2}\right)} \\
& +\left\{L_{1} \longleftrightarrow L_{2}\right\},
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1+L_{2}+L_{1} L_{2} S+L_{1} L_{2}^{2} S}{\left(1-L_{1} S\right)\left(1-L_{2}^{2}\right)\left(1-L_{1}^{2} L_{2}\right)\left(1-L_{2} S^{2}\right)} \\
& +\left\{L_{1} \longleftrightarrow L_{2}\right\} \tag{5.15}
\end{align*}
$$

In (5.10)-(5.15) we indicate symbolically the correspondence between a split Young tableau and its contribution to $\phi_{(\lambda)}\left(L_{1}, L_{2}, S\right)$. In each split tableau the left factor refers to the variable $L_{1}$, the right one refers to $L_{2}$. The variables $S$ from each factor have been combined by means of the generating function for $\mathrm{SU}(2)$ Clebsch-Gordan series (Eq. (10) of Ref. 11].
(6) Finally, one may wonder why the symmetries discussed in Sec. 3 are limited to plethysms with Young tableaux of two types only (rectangular and hook shaped). Is this not a particular case of a more general symmetry? We have only a partial answer to that question: The symmetries [cf. (3.1), (3.4a), (3.7a)] imply relations between two generating functions [cf. (3.2), (3.4b), (3.7b)]. If the two generating functions in each of these relations are to differ by a power of the variable $L$, then the symmetries we describe are the only ones possible.

Note added in proof: B. G. Wybourne has pointed out to us that Eqs. (3.7a) and (3.10) were known to Murnaghan. See F. D. Murnaghan, Proc. Nat. Acad. Sci. 37, 439 (1951) and 40, 832 (1954); also B. G. Wyboume, J. Math phys. 10, 467 (1969).
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It is the aim of this paper to obtain the general form of $\mathrm{U}(n)$ raising and lowering operators. The raising and lowering operators constructed previously by several authors are then compared. The Hermiticity properties of these operators are also investigated. The methods presented extend, with trivial modifications, to the orthogonal groups.
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## 1. INTRODUCTION

In the 1960's a great deal of interest was generated in extending the angular momentum techniques of Wigner and Racah to the general unitary and orthogonal groups. This has led to the introduction of the group-theoretical concept of operators that lower or raise the highest weights of representations of a subgroup contained in an irreducible representation of the group. Such operators may be regarded as a generalization of the raising and lowering operators $L_{ \pm}$appearing in the theory of angular momenta.

Such operators were first constructed for the unitary groups by Nagel and Moshinsky ${ }^{1}$ who applied them to the analysis of many body problems. ${ }^{2}$ Subsequently raising and lowering operators were constructed for the orthogonal groups by Pang and $\mathrm{Hecht}^{3}$ and Wong. ${ }^{4}$ Following the definition of Nagel and Moshinsky ${ }^{1}$ the lowering (raising) operators shall be polynomials of the group generators that, when acting on a basis vector of an irreducible representation of the group which is of given weight with respect to the subgroup, lower (raise) the weight. Furthermore, they shall, when acting on a basis vector of highest weight of the subgroup transform it into a basis vector of highest weight of a lowered (raised) irreducible representation of the subgroup.

It is important to note that the raising and lowering operators for a subgroup are essentially only defined by their action on a state of highest weight for the subgroup. We see therefore that such operators are not unique. Hence the raising and lowering operators constructed previously for $\mathrm{O}(n)$ and $\mathrm{U}(n)$ are only one particular solution to the problem.

Recently Bincer ${ }^{5}$ obtained raising and lowering operators for the orthogonal and unitary groups using methods based on the characteristic identities satisfied by the infinitesimal generators of the group. ${ }^{6}$ These operators of Bincer appear in a compact product form which is useful for manipulations. In subsequent independent work of the author ${ }^{7}$ an alternative set of raising and lowering operators for $\mathrm{O}(n)$ and $\mathrm{U}(n)$ were constructed using techniques similar in content to Bincer's. Our operators, like those of Bincer, may also be written in a compact product form.

Recent work of the author ${ }^{8}$ shows how these techniques may be extended to obtain the matrix elements of the group generators. Central in this approach is the concept of "simultaneous shift operator" which shifts the representation la-

[^5]bels of $\mathrm{U}(n)$ and each of its canonical subgroups in a certain prescribed way. These operators may therefore be regarded as generalizations of the raising and lowering operators discussed in this paper. A general procedure for constructing raising and lowering operators for a general semi-simple Lie group is discussed in Ref. 7.

It is the aim of the present paper to investigate the connection between the various raising and lowering operators. We shall obtain the general form for a raising (resp. lowering) operator for $\mathrm{U}(n)$. It shall be shown that the raising and lowering operators constructed in Refs. 1 and 5 are identical. By contrast the operators constructed in Ref. 7 are shown to be different. The behavior of these raising and lowering operators under Hermitian conjugation is also investigated. It shall be shown that the raising and lowering operators constructed in Ref. 7 are unique with respect to the property of being Hermitian conjugates of one another.

The techniques employed in this paper are similar in content to Bincer's except for our use of the $\mathrm{U}(n)$ contragredient identity. This enables raising operators for $\mathrm{U}(n)$ (which are absent in the work of Bincer) to be constructed in analogy with the lowering operators.

Although we shall only discuss the unitary group it is clear that the arguments extend to $\mathrm{O}(n)$ with little modification. Also it is of interest to extend these results to the noncompact groups $\mathrm{O}(n, 1)$ and $\mathrm{U}(n, 1)$. Patera ${ }^{9}$ has shown that the Nagel-Moshinsky operators are also a suitable choice for $\mathrm{U}(n, 1)$ while Wong ${ }^{10}$ has shown that his operators for $\mathrm{O}(n)$ extend to $\mathrm{O}(n, 1)$. Wong and $\mathrm{Yeh}^{11}$ have also recently investigated the extension of Bincer's operators to $\mathrm{O}(n, 1)$. One may follow through their derivation to conclude that the raising and lowering operators constructed in Ref. 7 also extend to $\mathrm{O}(n, 1)$ and $\mathrm{U}(n, 1)$ as does any general raising (resp. lowering) operator for $\mathrm{O}(n)$ and $\mathrm{U}(n)$ (defined in the sense of Na gel and Moshinsky).

## 2. THE CHARACTERISTIC IDENTITIES

The generators $a_{j}^{i}$ of the Lie group $\mathrm{U}(n)$ may be assembled into a square matrix $a$ which, on an irreducible representation of the group (finite or infinite dimensional) with highest weight $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, satisfies the polynomial identity ${ }^{6}$

$$
\prod_{r=1}^{n}\left(a-\lambda_{r}-n+r\right)=0
$$

This polynomial identity may be written in a representation
independent way as

$$
\begin{equation*}
\prod_{r=1}^{n}\left(a-\alpha_{r}\right)=0 \tag{1}
\end{equation*}
$$

where the operators $\alpha_{r}$ lie in an algebraic extension of the center of the enveloping algebra. ${ }^{12}$ (Note that any symmetric combination of the $\alpha_{r}$ necessarily lies in the center $Z$. In particular the coefficients of the identity (1) are central elements.) The eigenvalues of these operators on any representation admitting an infinitesimal character $\chi_{\lambda}$ (or equivalently on any irreducible representation with highest weight $\lambda$ ) are given by

$$
\chi_{\lambda}\left(\alpha_{r}\right)=\lambda_{r}+n-r
$$

Associated with the matrix $a$ is its "contragredient" $\bar{a}$ with entries given by

$$
\bar{a}_{j}^{i}=-a_{j}^{i}
$$

The matrix $\bar{a}$ satisfies the polynomial identity

$$
\begin{equation*}
\prod_{r=1}^{n}\left(\bar{a}-\bar{\alpha}_{r}\right)=0 \tag{2}
\end{equation*}
$$

where the roots $\bar{\alpha}_{r}$ are related to the $\alpha_{r}$ by $\bar{\alpha}_{r}=n-1-\alpha_{r}$.
By virtue of the identities (1) and (2) one may construct projection operators

$$
\begin{aligned}
& P[r]=\prod_{l \neq r}\left(\frac{a-\alpha_{l}}{\alpha_{r}-\alpha_{l}}\right) \\
& \bar{P}[r]=\prod_{l \neq r}\left(\frac{\bar{a}-\bar{\alpha}_{l}}{\bar{\alpha}_{r}-\bar{\alpha}_{l}}\right),
\end{aligned}
$$

which enables arbitrary functions of the matrices $a$ and $\bar{a}$ to be defined by setting

$$
\begin{aligned}
& P(a)=\sum_{r=1}^{n} P\left(\alpha_{r}\right) P[r] \\
& P(\bar{a})=\sum_{r=1}^{n} P\left(\bar{\alpha}_{r}\right) \bar{P}[r]
\end{aligned}
$$

The projection operators $P[r]$ and $\bar{P}[r]$ are well defined elements of an extension of the enveloping algebra although they need not be defined on representations where the eigenvalues of some $\alpha_{r}$ and $\alpha_{k}(r \neq k)$ coincide. This however cannot occur on finite dimensional representations [nor on unitary representations of the noncompact groups $U(p, q)]$ and hence, for the applications we have in mind, the projectors $P[r]$ and $\bar{P}[r]$ are always well defined.

If $\psi$ (resp. $\psi^{\dagger}$ ) is a vector (resp. contragredient vector) operator of $\mathrm{U}(n)$ then we may resolve $\psi$ and $\psi^{\dagger}$ into shift vectors ${ }^{6}$

$$
\psi=\sum_{r=1}^{n} \psi[r], \quad \psi^{\dagger}=\sum_{r=1}^{n} \psi^{\dagger}[r],
$$

which alter the $\mathrm{U}(n)$ representation labels according to

$$
\begin{aligned}
& \alpha_{k} \psi[r]=\psi[r]\left(\alpha_{k}+\delta_{k r}\right) \\
& \alpha_{k} \psi^{\dagger}[r]=\psi^{\dagger}[r]\left(\alpha_{k}-\delta_{k r}\right)
\end{aligned}
$$

(Note that this shift property also extends to infinite dimensional representations.) Such shift operators may be constructed by applying the projectors $P[r]$ and $\bar{P}[r]$ :

$$
\begin{aligned}
& \psi[r]=P[r] \psi=\psi \bar{P}[r] \\
& \psi^{\dagger}[r]=\bar{P}[r] \psi^{\dagger}=\psi^{\dagger} P[r]=(\psi[r])^{\dagger}
\end{aligned}
$$

It was shown in Ref. 7 (see also Ref. 13) that if $v_{0}$ is an arbitrary maximal weight state of $\mathrm{U}(n)$ with highest weight $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ then

$$
\begin{array}{ll}
P[r]_{j}^{i} v_{0}=0, & \text { for } j>r \text { and } i \text { arbitrary } \\
\bar{P}[r]_{j}^{i} v_{0}=0, & \text { for } j<r \text { and } i \text { arbitrary } \tag{3}
\end{array}
$$

As a consequence of (3) we see that on the maximal weight vector $v_{0}$ the shift vectors $\psi[r]$ and $\psi^{\dagger}[r]$ must satisfy

$$
\begin{align*}
& \psi[r]^{i} v_{0}=0, \quad \text { for } i<r  \tag{4}\\
& \psi^{\dagger}[r]_{i} v_{0}=0, \quad \text { for } i>r
\end{align*}
$$

Using the definition of vector operator equation (4) then implies that $\psi[r]^{r} v_{0}$ and $\psi^{\dagger}[r]_{r} v_{0}$ are maximal weight states of weight $\lambda+\Delta_{r}$ and $\lambda-\Delta_{r}$, respectively.

## 3. GENERAL RAISING AND LOWERING OPERATORS

It is our aim here to determine the general form for $\mathrm{U}(n)$ raising and lowering operators and to compare the operators constructed in Refs. 1, 5, and 7.

Throughout we shall let $\psi$ denote the $\mathrm{U}(n)$ vector operator with components $\psi^{i}=a_{n+1}^{i}(i=1, \ldots, n)$ whose contragredient has components $\psi_{i}^{\dagger}=a^{n+1}{ }_{i}$. The operators $\psi[r]^{r}$ and $\psi^{\dagger}[r]_{r}$ will shift highest weight vectors of $U(n)$ in a finite dimensional irreducible representation of $\mathrm{U}(n+1)$. These are the $\mathrm{U}(n)$ raising and lowering operators constructed in Ref. 7. For convenience we denote them by $\psi_{n}^{r}$ and $\psi^{\dagger r}$, respectively. Finally we denote a maximal weight state of $\mathrm{U}(n)$ [i.e., a semi-maximal state of $\mathrm{U}(n+1)$ ] by the pattern $\left|\lambda_{\lambda_{i, n}+1}^{\lambda_{i, n}}\right\rangle$. Here $\lambda_{i, n+1}$ and $\lambda_{i, n}$, as usual, refer to highest weights of finite dimensional irreducible representations of $\mathrm{U}(n+1)$ and $\mathrm{U}(n)$, respectively.

Suppose now that $R_{n}{ }_{n}$ and $L^{r}{ }_{n}$ are arbitrary raising and lowering operators of $\mathrm{U}(n)$ effecting the shifts

$$
\begin{aligned}
& \left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}
\end{array}\right| \rightarrow\left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}+\delta_{i r}
\end{array}\right\rangle \\
& \left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}
\end{array}\right| \rightarrow\left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}-\delta_{i r}
\end{array}\right|
\end{aligned}
$$

respectively. According to Nagel and Moshinsky such operators are of the form

$$
\begin{align*}
& R_{n}^{r}=h(a)_{j}^{r} a_{n+1}^{j}  \tag{5}\\
& L_{n}^{r}=a^{n+1}{ }_{j} h(a)_{r}^{j} \tag{6}
\end{align*}
$$

for a suitable polynomial $h(x)$.
Resolving $\psi_{i}^{\dagger}=a^{n+1}$ into its distinct shift components allows us to write Eq. (6) in the form

$$
\begin{equation*}
L_{n}^{r}=\sum_{l=1}^{n} \psi^{\dagger}[l]_{r} h\left(\alpha_{i}\right) \tag{7}
\end{equation*}
$$

Now acting on the state $\left|\left.\right|_{\lambda_{i, \prime}, \ldots} ^{\lambda_{, \ldots}, \ldots}\right)$ the operators $\psi^{\dagger}[l]_{r}$, $l<r$, vanish by virtue of Eq. (4). Hence, acting on the state $\left|\begin{array}{l}\lambda_{i, n} \\ \lambda_{i, n}, \cdot\end{array}\right\rangle$, Eq. (7) reduces to

$$
L_{n}^{r}\left|\begin{array}{l}
\lambda_{i, n+1}  \tag{8}\\
\lambda_{i, n}
\end{array}\right\rangle=\sum_{i_{r r}} \psi^{+}[l]_{r} h\left(\alpha_{l}\right)\left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}
\end{array}\right\rangle
$$

However each operator $\psi^{\dagger}[l]_{r}$ (for $l>r$ ) effects the shifts $\lambda_{i, n} \rightarrow \lambda_{i, n}-\delta_{i l}$. Hence in order to obtain the required shifts
we must have $h\left(\alpha_{l}\right)=0$ for $l>r$. Hence $h(x)$ must be divisible by the polynominal $\Pi_{l>r}\left(x-\alpha_{l}\right)$. In the limiting case where $h(x)=\Pi_{l>r}\left(x-\alpha_{l}\right)$ we obtain the operators constructed by Bincer. ${ }^{5}$ We have shown then that a general lowering operator is of the form

$$
\psi_{n}^{r} \beta+\sum_{l<r} \psi^{\dagger}[l]_{r} \beta_{l}
$$

where $\beta$ and $\beta_{l}$ are invariant multiplies of the identity [or equivalently of the form $a^{n+1} h(a)_{r}^{j}$ where $h(x)$ is divisible by $\left.\Pi_{l>r}\left(x-\alpha_{l}\right)\right]$.

Note also that the Nagel-Moshinsky operators $L^{r}{ }_{n}$ are of the form $a^{n+1}{ }_{j} h(a)_{r}^{j}$ for a suitable polynomial $h(x)$ which, according to the remarks above, is divisible by the polynomial $\Pi_{l>r}\left(x-\alpha_{l}\right)$. However it is well known that the Nagel-Moshinsky operators $L^{r}{ }_{n}$ are homogeneous of degree $n-r+1$ in the group generators from which it follows that $h(x)$ is of degree $n-r$ which is precisely the degree of $\Pi_{l>r}\left(x-\alpha_{l}\right)$. Accordingly we must have

$$
h(x)=c \prod_{l>r}\left(x-\alpha_{l}\right),
$$

where $c$ is a constant dependent on the roots $\alpha_{l}$.
From Eq. (8) acting on the state $\left\langle\left.\right|_{\lambda_{i, n}} ^{\lambda_{i, n+1}}\right\rangle$ the Nagel-Moshinsky operators $L^{r}{ }_{n}$ reduce to

$$
L_{n}^{r}\left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}
\end{array}\right\rangle=\psi_{n}^{+r} c \prod_{>r}\left(\alpha_{r}-\alpha_{l}\right)\left|\begin{array}{l}
\lambda_{i, n+1} \\
\lambda_{i, n}
\end{array}\right\rangle
$$

By comparing the normalization of our lowering operators $\psi^{\dagger r}{ }_{n}$ with the normalization of the $L^{r}{ }_{n}$ the constant $c$ may be determined. By this means we obtain

$$
c=\prod_{l>r}\left(\frac{\alpha_{r}-\alpha_{i}-1}{\alpha_{r}-\alpha_{l}}\right) .
$$

Hence the Nagel-Moshinsky lowering operators may be written

$$
\begin{equation*}
L_{n}^{r}=a^{n+1}{ }_{j} g(a)_{r}^{\prime}, \tag{9}
\end{equation*}
$$

where $g(x)$ is the polynomial

$$
g(x)=\prod_{l>r}\left(x-\alpha_{i}\right)\left(\frac{\alpha_{r}-\alpha_{l}-1}{\alpha_{r}-\alpha_{l}}\right)
$$

These are essentially the operators constructed by Bincer ${ }^{5}$ (up to multiplication by an invariant multiple of the identity).

Equation (9) is just one representation of the NagelMoshinsky operators. Expanding the polynomial $g(x)$ into powers of $x$ we may write

$$
g(x)=\sum_{k=0}^{n-r} X^{n-r-k} S_{k} \prod_{l>r}\left(\frac{\alpha_{r}-\alpha_{l}-1}{\alpha_{r}-\alpha_{l}}\right)
$$

where $S_{k}$ is a polynomial in the $\alpha_{l}(l>r)$. By replacing the $\alpha_{r}$ with Lie algebra elements $\epsilon_{r}=a_{r}^{r}+n-r$ we obtain the Nagel-Moshinsky operators in their original form. ${ }^{1}$

Using Eq. (4) one may show, by the same techniques, that a general raising operator [see Eq. (5)] is of the form

$$
R_{n}^{r}=h(a)_{j}^{r} a_{n+1}^{j},
$$

where $h(x)$ is divisible by the polynomial $\Pi_{l<r}\left(x-\alpha_{l}\right)$. In terms of the matrix $\bar{a}$ a general raising operator may more
usefully be written

$$
R_{n}^{r}=a_{n+1}^{j} g(\bar{a})_{j}^{r},
$$

where $g(x)$ is necessarily divisible by $\Pi_{l<r}\left(x-\bar{\alpha}_{t}\right)$. The limiting case where $g(x)=\Pi_{l<r}\left(x-\bar{\alpha}_{l}\right)$ gives the raising analogue of Bincer's lowering operators (although these operators do not appear in the work of Bincer). The raising operators of Nagel and Moshinsky may be writen

$$
\begin{align*}
R_{n}^{r} & =\Pi_{l<r}\left(\frac{\alpha_{r}-\alpha_{l}-1}{\alpha_{r}-\alpha_{l}}\right)\left(a-\alpha_{l}\right)_{i}^{r} a_{n+l}^{i} \\
& =a_{n+1}^{i} \prod_{l<r}\left(\bar{a}-\bar{\alpha}_{l}\right)_{i}^{r}\left(\frac{\bar{\alpha}_{r}-\bar{\alpha}_{l}-1}{\bar{\alpha}_{r}-\bar{\alpha}_{l}}\right) \tag{10}
\end{align*}
$$

## 4. HERMITICITY PROPERTIES

It was shown by Nagel and Moshinsky that their raising and lowering operators are not Hermitian conjugates [as one may show by comparing Eqs. (9) and (10)]. It is natural then to determine under what conditions the Hermitian conjugate of a raising operator is a lowering operator (and vice versa). We answer this by showing that our raising and lowering operators are unique with respect to the property of being Hermitian conjugates.

In the last section it was shown that a general lowering operator may be written in the form

$$
\begin{equation*}
L_{n}^{r}=\psi_{n}^{\dagger r} \beta+\sum_{l_{<r}} \psi^{\dagger}[l]_{r} \beta_{l}, \tag{11}
\end{equation*}
$$

where $\beta$ and $\beta_{l}$ are constants dependent on the roots $\alpha_{l}$. Similarly a general raising operator may be written in the form

$$
\begin{equation*}
\left.R_{n}^{r}=\gamma \psi_{n}^{r}+\right\}_{l>r} \gamma_{l} \psi[l]^{r} \tag{12}
\end{equation*}
$$

Comparing Eqs. (11) and (12) we see that $\left(L^{r}{ }_{n}\right)^{\dagger}$ cannot possibly be a raising operator unless $\beta_{I}=0$ for $l<r$; i.e., unless $L_{n}{ }_{n}$ is an invariant multiple of $\psi^{+r}{ }_{n}$. (An analogous statement holds for $R_{n}{ }_{n}$.) Accordingly we see that the raising and lowering operators $\psi_{n}^{r}$ and $\psi^{\dagger r}{ }_{n}$ (constructed in Ref. 7) are unique with respect to the property of being Hermitian conjugates.
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An extremely simple closed expression is obtained for the coefficients which appear in the expansion of a function of a special type about a displaced center. A conjecture about the vanishing of a certain coefficient which appear in the expansion of a Slater-type orbital about a displaced center is also proved.
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## 1. INTRODUCTION

Sharma ${ }^{1}$ has obtained a general and closed expression for the coefficients which appear in the expansion of functions of a special type about a displaced center. In our review of Sharma's work, ${ }^{2}$ we pointed out that the four summations in his expression for the coefficients $b_{v}(s l L M)$ could very easily be reduced to two. In the present paper, we show that we can eliminate three of his summations to obtain a simple expression for these expansion coefficients. Also we utilize our expression to prove a conjecture about the vanishing of the expansion coefficients $F_{k^{\prime} k}(N L l M)$ appearing in the expansion of a Slater type orbital whenever $k^{\prime}>l+N$.

To facilitate comparison with Sharma's work, we have used the notations of his paper throughout.

## 2. DISPLACED CENTER EXPANSION

Let $(r, \theta, \phi)$ and $(R, \theta, \Phi)$ be the spherical polar coordinates of the same point $P$ with respect to parallel set of coordinate axes at $A$ and $B$ respectively where $B$ is at a distance $a$ from $A$ along the positive $z$ axis. In this situation $\phi=\Phi$. We try to express a function

$$
\left(1 / R \mid f_{N L}(R) Y_{L}^{M}(\theta, \Phi)\right.
$$

which is centered at $B$ as

$$
\begin{equation*}
\left(1 / R \mid f_{N L}(R) Y_{L}^{M}(\theta, \Phi)=\sum_{l}(1 / r) \alpha_{l}(N L M \mid a, r) Y_{l}^{m}(\theta, \phi),\right. \tag{1}
\end{equation*}
$$

i.e., as a linear combination of functions centered at $A$.

The problem is to find a simple closed expression for the coefficients $\alpha_{l}(N L M \mid a, r)$ which appear in the Eq. (1) above. Sharma ${ }^{1}$ obtained the following closed expression for these coefficients ${ }^{3}$ :

$$
\begin{equation*}
\alpha_{l}(N L M \mid a, r)=(1 / a) \sum_{v}(r / a)^{2 v-l} \sum_{s} b_{v}(s l L M) \int_{|a-r|}^{a+r} f_{N L}(R)(R / a)^{2 s-L} d R \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
b_{v}(s l L M)= & \frac{(-1)^{L}}{2}\left(\frac{(2 L+1)(2 l+1)(L+M)!(l-M)!}{(L-M)!(l+M)!}\right)^{1 / 2} \\
& \times \sum_{p q p^{\prime} q^{\prime}}(-1)^{p+q+p^{\prime}+q^{\prime} 2^{2\left(p+p^{\prime}-L-l\right.}(2 L-2 p)!\left(2 l-2 p^{\prime}\right)!/\left[p p^{\prime}(L-p)!q!\right.} \\
& \left.\times\left(s-p-q^{\prime}\right)!\left(L+M-s-p-q+q^{\prime}\right)!p^{\prime}!\left(l-p^{\prime}\right)!q^{\prime}!\left(v-q-p^{\prime}\right)!\left(l-M-v+q-p^{\prime}-q^{\prime}\right)!\right] . \tag{3}
\end{align*}
$$

We shall adopt the following convenient conventions throughout the paper:
(i) The factorial notation is used even when the argument is not necessarily a nonnegative integer. Quite generally $x!=\Gamma(x+1)$.
(ii) The ranges of the summations appearing in the various expressions are omitted since these are fixed by the nonnegativity of the arguments of the factorials with integral arguments.

We remark that in Eq. (3) above, the presence of $(L-p)!((l-p)!)$ does not contribute any extra restriction on the ranges of the summations since from $L-M \geqslant 0, q \geqslant 0, s-p-q^{\prime} \geqslant 0, L+M-s-p-q+q^{\prime} \geqslant 0\left(l+M \geqslant 0, q \geqslant 0, s-q-p^{\prime}\right.$ $\geqslant 0, l-M-v+q-p^{\prime}-q^{\prime} \geqslant 0$, we conclude that $L-p \geqslant 0(1-p \geqslant 0)$. This remark is useful since, the duplication formula

$$
\begin{equation*}
(2 z)!=\Gamma(2 z+1)=(1 / \sqrt{\pi}) 2^{2 z} \Gamma\left(z+\frac{1}{2}\right) \Gamma(z+1)=(1 / \sqrt{\pi}) 2^{2 z}\left(z-\frac{1}{2}\right)!(z)! \tag{4}
\end{equation*}
$$

for the gamma functions, enables us to replace $2^{2 p-2 L}(2 L-2 p)!/(L-p)!$ and $2^{2 p^{\prime}-2 l}\left(2 l-2 p^{\prime}\right)!/\left(l-p^{\prime}\right)!$, by $(1 / \vee \pi)$ $\left(L-p-\frac{1}{2}\right)!$ and $(1 / V \pi)\left(l-p^{\prime}-\frac{1}{2}\right)!$, respectively. This results in an expression for the coefficient $b_{v}(s / L M)$ wherein the finite
$p, p^{\prime}$ summations can be performed using ${ }^{4}$

$$
\begin{equation*}
\sum_{\delta}(-1)^{\delta} \frac{(a-\delta)!}{\delta!(b-\delta)!(c-\delta)!}=\frac{(a-b)!(a-c)!}{b!c!(a-b-c)!} \tag{5}
\end{equation*}
$$

to arrive at
$b_{v}(s l L M)=\frac{(1)^{L}}{2 \pi}\left(\frac{(2 L+1)(2 l+1)(L+M)!(l-M)!}{(L-M)!(l+M)!}\right)^{1 / 2}$
$\times \sum_{q q^{\prime}}(-1)^{q+q^{\prime}} \frac{\left(l-\frac{1}{2}-s+q^{\prime}\right)!\left(l-\frac{1}{2}-v+q\right)!\left(-M-\frac{1}{2}+s+q-q^{\prime}\right)!\left(M-\frac{1}{2}+v-q+q^{\prime}\right)!}{q!q^{\prime}!\left(s-q^{\prime}\right)!(v-q)!\left(L-M-s-q+q^{\prime}\right)!\left(l-M-v+q-q^{\prime}\right)!\left(-M-\frac{1}{2}+q\right)!\left(M-\frac{1}{2}+q^{\prime}\right)!}$
Our aim is to replace the double summation in the above equation by a single summation. First we use ${ }^{s}$

$$
\frac{\left(M-\frac{1}{2}+v-q+q^{\prime}\right)!}{\left(M-\frac{1}{2}+q^{\prime}\right)!\left(L+M-s-q+q^{\prime}\right)!(v-q)!}=\sum_{p p^{\prime}} \frac{\left(-L-\frac{1}{2}+s+v\right)!}{(v-q-p)!\left(-L-\frac{1}{2}+v+s-p\right)!\left(L+M-s-v+q^{\prime}+p\right)!},
$$

and
$\frac{\left(-M-\frac{1}{2}+s+q-q^{\prime}\right)!}{\left(-M-\frac{1}{2}+q\right)!\left(l-M-v+q-q^{\prime}\right)!\left(s-q^{\prime}\right)!}=\sum_{\sigma} \frac{\left(-l-\frac{1}{2}+s+v\right)}{\sigma!\left(s-q^{\prime}-\sigma\right)!\left(-l-\frac{1}{2}+s+v-\sigma\right)!(l-M-s-v+q+\sigma)!}$ and perform the $q, q^{\prime}$ summations utilizing.

$$
\sum_{\delta}(-1)^{\delta} \frac{(a+\delta)!}{\delta!(b-\delta)!(c+\delta)!}=(-1)^{b} \frac{a!(a-c)!}{b!(b+c)!(a-b-c)!}
$$

which is essentially the same as Eq. (5) and can be obtained from it by taking $b-\delta$ as the new $b$. This results in

$$
\begin{align*}
& b_{v}(s l L M)= \frac{(-1)^{L+M}}{2 \pi^{2}}\left(\frac{(2 L+1)(2 l+1)(L+M)!(l-M)!}{(L-M)!(l+M)!}\right)^{1 / 2} \\
& \times\left(L-\frac{1}{2}-s\right)!\left(l-\frac{1}{2}-v\right)!\left(-L-\frac{1}{2}+s+v\right)!\left(-l-\frac{1}{2}+s+v\right)! \\
& \times \sum_{\sigma p} \frac{\left(M-\frac{1}{2}+s-\sigma\right)!\left(-M-\frac{1}{2}+v-p\right)!}{\sigma!p!(s-\sigma)!(v-p)!(L+M-v-\sigma+p)!(l-M-s+\sigma-p)!\left(-L-\frac{1}{2}+s+v-p\right)!} \\
&\left(-l-\frac{1}{2}+s+v-\sigma\right)!, \tag{7}
\end{align*}
$$

on making use of

$$
\begin{align*}
\left(M-\frac{1}{2}+s-v+p-\sigma\right)!\left(-M-\frac{1}{2}-s+v+\sigma-p\right)! & =\Gamma\left(M+\frac{1}{2}+s-v+p-\sigma\right)!\Gamma\left(-M+\frac{1}{2}-s+v+\sigma+p\right) \\
& =\frac{\pi}{\sin \pi\left(M+\frac{1}{2}+s-v-\sigma+p\right)}=\pi(-1)^{M+s+v+\sigma+p} \tag{8}
\end{align*}
$$

On comparing Eqs. (6) and (7) we note that though Eq. (7) still contains two summations, the number of factorials within the new summations is two less.

Next we replace ${ }^{6}$

$$
\frac{\left(-M-\frac{1}{2}+v-p\right)!}{(L+M-v-\sigma+p)!(l-M-s+\sigma-p)!\left(-l-\frac{1}{2}+v+s-\sigma\right)!},
$$

by

$$
\begin{aligned}
& \frac{1}{(L+l-s-v)!} \sum_{t}(-1)^{t} \frac{\left(L-\frac{1}{2}-\sigma-t\right)!}{t!(L+M-v-\sigma+p-t)!\left(l-\frac{1}{2}+s+v-\sigma-t\right)!} \\
& \quad=\frac{1}{(L+l-s-v)!} \sum_{t}(-1)^{L+M+\sigma+t} \frac{\left(-M-\frac{1}{2}+t\right)!}{(L+M-\sigma-t)!(-v+p+t)!\left(-L-l-M-\frac{1}{2}+s+v+t\right)!}
\end{aligned}
$$

in Eq. (7) and perform the two $\sigma$ and $p$ summations utilizing Eq. (5) and ${ }^{7}$

$$
\begin{equation*}
\sum_{\delta} \frac{1}{\delta!(a-\delta)!(b-\delta)!(c-b+\delta)!}=\frac{(a+c)!}{a!b!c!(a+c-b)!}, \tag{9}
\end{equation*}
$$

to obtain

$$
\begin{align*}
b_{v}(s l L M)= & \frac{1}{2 \pi^{2}}\left(\frac{(2 L+1)(2 l+1)(L+M)!(l-M)!}{(L-M)!(l+M)!}\right)^{1 / 2} \frac{\left(M-\frac{1}{2}\right)!\left(L-s-\frac{1}{2}\right)!\left(l-v-\frac{1}{2}\right)!\left(-l-\frac{1}{2}+s+v\right)!}{s!v!(L+l-s-v)!} \\
& \times \sum_{i}(-1)^{t} \frac{\left(-M-\frac{1}{2}+t\right)!\left(-L-\frac{1}{2}+s+v+t\right)!}{t!(L+M-t)!\left(-L-\frac{1}{2}+t\right)!\left(-L-l-M-\frac{1}{2}+s+v+t\right)!} . \tag{10}
\end{align*}
$$

In the above equation, the coefficient $b_{v}(s l L M)$ has been expressed as a single summation though the expression lacks symmetry between $L$ and $l$. But we can indeed restore it by making use of the type of arguments given above to obtain the final
expression

$$
\begin{align*}
b_{v}(s l L M)= & \frac{(-1)^{L}}{2 \pi}[(2 L+1)(2 l+1)(L+M)!(L-M)!(l+M)!(l-M)!]^{1 / 2} \\
& \times \frac{\left(L-\frac{1}{2}-s\right)!\left(l-\frac{1}{2}-v\right)!}{s!v!(L+l-s-v)!} \sum_{t} \frac{\left(-M-\frac{1}{2}+s+v-t\right)!}{t!(L-M-t)!(l-M-t)!\left(-M-\frac{1}{2}-t\right)!(2 M+t)!}, \tag{11}
\end{align*}
$$

which has the obvious symmetries

$$
\begin{equation*}
b_{v}(s l L M)=b_{v}(s l L(-M))=b_{s}(v L l M)(-1)^{L+l} \tag{12}
\end{equation*}
$$

The above two equations are the main results of the present paper. In a future publication, we hope to present interesting applications of our results. We conclude this paper by proving that the coefficient $F_{k^{\prime} k}(N l L M)$ in Sharma's paper indeed vanishes for $k^{\prime}>N+l$. This result was conjectured by Sharma by noting that it leads to physically correct large $r$ behavior of the $\alpha$ 's for Slater orbitals.

## 3. Vanishing of $F_{k^{\prime} k}(N / L M)$ for $k^{\prime}>1+N$

The coefficients $F_{k^{\prime} k}(N I L M)$ are expressed in terms of
the coefficients $b_{v}(s l L M)$ by $^{8}$

$$
\begin{equation*}
F_{k^{\prime} k}(N l L M)=\sum_{s v} \frac{b_{v}(s l L M)(N-L+2 s)!}{\left(k^{\prime}-2 v\right)!\left(N-L-k-k^{\prime}+2 s+2 v\right)!} \tag{13}
\end{equation*}
$$

which takes the form [on using Eq. (11) and writing $s=u-v$ ]

$$
\begin{align*}
F_{k^{\prime} k}(N l L M)= & \frac{(1)^{L}}{2 \pi}[(2 L+1)(2 l+1)(L+M)!(L-M)!(l+M)!(l-M)!]^{1 / 2} \\
& \sum_{t u} \frac{\left(-M-\frac{1}{2}+u-t\right)!}{t!(L-M-t)!(l-M-t)!\left(-M-\frac{1}{2}-t\right)!(2 M+t)!(L+l-u)!\left(N-L-k-k^{\prime}+2 u\right)!} E_{k^{\prime}} \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
E_{k^{\prime}}=\sum_{v} \frac{\left(L-\frac{1}{2}-u+v\right)!\left(l-\frac{1}{2}-v\right)!(N-L+2 u-2 v)!}{v!(u-v)!\left(k^{\prime}-2 v\right)!} . \tag{15}
\end{equation*}
$$

We show below that the quantity $E_{k}$. vanishes whenever $k^{\prime}>l+N$. This will establish that $F_{k^{\prime} k}(N l L M)=0$ for $k^{\prime}>l+N$.

Now from $N-L+2 u-2 v \geqslant 0, \frac{1}{2}(N-L)+u-v \geqslant 0$. Suppose initially that $\frac{1}{2}\left(N-L-k^{\prime}\right)+u$ is an integer (necessarily nonnegative since from Eq. (14) $N-L-k^{\prime}+2 u \geqslant k \geqslant 0$ ). Then

$$
\begin{equation*}
\frac{\left[\frac{1}{2}(N-L)+u-v\right]!}{(u-v)!\left[\left(k^{\prime} / 2\right)-v\right]!}=\sum_{p p^{\prime}} \frac{\left(\frac{1}{2}(N-L)\right)!\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u\right)!}{\left(\frac{1}{2}(N-L-p)!\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u-p\right)!\left(\frac{1}{2}\left(-N+L+k^{\prime}\right)-v+p\right)!\right.}, \tag{16}
\end{equation*}
$$

and
$\frac{\left(l-\frac{1}{2}-v\right)!\left(\frac{1}{2}(N-L-1)+u-v\right)!}{\left(\frac{1}{2}\left(k^{\prime}-1\right)-v\right)!}=\sum_{\sigma}(-1)^{\sigma} \frac{\left(l-k^{\prime} / 2\right)!\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u\right)!\left(\frac{1}{2}\left(N-L-k^{\prime}-1\right)+l+u-v-\sigma\right)!}{\sigma!\left(l-\left(k^{\prime} / 2\right)-\sigma\right)!\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u-\sigma!\right)}$,
which are valid since on the right, we have terminating series. In Eq. (17), we will have to replace $\left(l-k^{\prime} / 2\right)!/\left(l-k^{\prime} / 2-\sigma\right)!$ by $(-1)^{\sigma}\left(-l+\left(k^{\prime} / 2\right)-1+\sigma\right)!/\left(-l+\left(k^{\prime} / 2\right)-1\right)!$ in case $l-\left(k^{\prime} / 2\right)$ is a negative integer. Note also that for a Slater-type orbital $N-L \geqslant 0$.

Substituting from Eqs. (16) and (17) in the expression for $E_{k}$. in Eq. (15), we note that the $v$-summation can be performed which results in

$$
\begin{align*}
E_{k^{\prime}}= & 2^{N-L-k^{\prime}+2 k} \sum_{\sigma p} \frac{\left[\frac { 1 } { 2 } ( N - L ) ! ( l - ( k ^ { \prime } / 2 ) ] ! \left[\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u\right]^{2}\right.\right.}{p!\sigma!\left(l-\left(k^{\prime} / 2\right)-\sigma\right)!\left(\frac{1}{2}(N-L)-p\right)!} \\
& \times \frac{\left.\left(L-\frac{1}{2}-u\right)!!\frac{1}{2}\left(N+L-k^{\prime}\right)+l-\sigma\right)!\left(N-L+l-\frac{1}{2}-k^{\prime}+u-\sigma-p\right)!}{\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u-\sigma\right)!\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u-p\right)!\left(\frac{1}{2}\left(-N-L+k^{\prime}\right)+p\right)!\left(N+l-k^{\prime}-\sigma-p\right)!} . \tag{18}
\end{align*}
$$

Now $\frac{1}{2}\left(N+L-k^{\prime}\right)+l-\sigma=(L-l-u)+\left(\frac{1}{2}\left(N-L-k^{\prime}\right)+u-\sigma\right) \geqslant 0$, since each of $L+l-u, \frac{1}{2}\left(N-L-k^{\prime}\right)+u-\sigma$ is nonnegative whereas for $k^{\prime}>N+l, N+l-k^{\prime}-\sigma-p<0$. Thus $E_{k^{\prime}}=0$ for $k^{\prime}>N+l$.

However, if $\frac{1}{2}\left(N-L-k^{\prime}\right)+u$ is not an integer, $\frac{1}{2}\left(N-L-k^{\prime}-1\right)+u$ will be a (nonegative integer) and we can modify the above argument slightly to arrive at the same conclusion.
${ }^{1}$ R.R. Sharma, Phys. Rev. A 13, 517 (1976).
${ }^{2}$ Review No. 15183 by M.A. Rashid published in the Math. Rev. 53 (June 1977).
${ }^{3}$ This is obtained by combining Eqs. (16a) and (17) in Ref. 1.
${ }^{4}$ See Eq. (A.1.2) in A.R. Edmonds, Angular Momentum in Quantum Mechanics (Princeton U.P. Princeton, New Jersey, 1960).
${ }^{5}$ This is an application of Eq. (9) in reverse.
${ }^{6}$ This is an application of Eq. (5) in reverse.
${ }^{7}$ See Eq. (A.1.1) in A.R. Edmonds Angular Momentum in Quantum Mechanics (Princeton U.P., Princeton, New Jersey, 1960)
${ }^{8}$ See Eq. (23c) in Ref. 1.
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We give a new method to prove results of the following type. Let: $\left(\nabla^{2}+k^{2}\right) u=0$ in
$D_{R}=\{x|x| \geqslant R\}, k^{2}>0$. (1) If $u \in L^{2}\left(D_{R}\right)$, then $u \equiv 0$ in $D_{R}$. (2) If $|x|^{m} u(x) \rightarrow 0$ as $|x| \rightarrow \infty$,
$x_{1}^{2}+\cdots+x_{N-1}^{2} \leqslant c x_{N}^{-2 p}, p>0, m=1,2,3, \ldots, \quad|x|(\partial u / \partial|x| /-i k u) \underset{|x| \rightarrow \infty}{\rightarrow} 0$ then $u \equiv 0$ in $D_{R}$.
PACS numbers: $02.30 . \mathrm{Jr}$

## 1. INTRODUCTION

Some of the above results were proved by a different method in Refs. 1 and 2, but the new method of the proof is of interest in our opinion. We start with the following theorem.

Theorem 1: Let

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) u=0 \quad \text { in } D_{R}, \quad k^{2}>0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
u \in L^{2}\left(D_{R}\right) \tag{2}
\end{equation*}
$$

Then $u \equiv 0$ in $D_{R}$.
Proof. From (1) and (2) it follows that (see Appendix)

$$
\begin{equation*}
\nabla u \in L^{2}\left(D_{R}\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{align*}
u(x) & =\int_{S_{R}}\left\{g^{+}(x, t, k) \frac{\partial u}{\partial N}-u \frac{\partial g^{+}(x, t, k)}{\partial N}\right\} d t \\
& =\int_{S_{R}}\left(g^{-} \frac{\partial u}{\partial N}-u \frac{\partial g^{-}}{\partial N}\right) d t \tag{4}
\end{align*}
$$

where $N$ is the unit normal to the sphere $S_{R}=\{x:|x|=R\}$ directed outside of $D_{R}$,

$$
\begin{align*}
& g^{ \pm}(x, y, k)=\frac{\exp ( \pm i k|x-y|)}{4 \pi|x-y|} \\
& |x-y|=\left(r^{2}-2 r|y| \cos \widehat{x y}+|y|^{2}\right)^{1 / 2}, \quad r=|x| \tag{5}
\end{align*}
$$

Now the main idea can be explained. We analytically continue functions (4) on the complex plane $z=r \exp (i \psi)$ (see also Refs. 3-5). From (4) it follows that ( $\omega=x|x|^{-1}$ )

$$
\begin{align*}
u(x)=u(r, \omega)=u(z, \omega) & =\frac{\exp (i k z)}{z} f_{1}(z, \omega) \\
& =\frac{\exp (-i k z)}{z} f_{2}(z, \omega), \tag{6}
\end{align*}
$$

where $f_{1}(z, \omega)$ and $f_{2}(z, \omega)$ are analytic in $z$ for $|z|>R$ and bounded near infinity. Thus

$$
\begin{equation*}
f_{j}(z, \omega)=\sum_{s=0}^{\infty} f_{j s}(\omega) z^{-s}, \quad j=1,2 \tag{7}
\end{equation*}
$$

But in this case (6) implies that $f_{1}=f_{2} \equiv 0$. Indeed, if $z=i y$, $y \rightarrow+\infty$ then $([\exp (i k z)] / z) f_{1}(z, \omega)$ in $(6)$ goes to zero exponentially, while $([\exp (-i k z)] / z) f_{2}(z, \omega)$ goes to infinity exponentially unless $f_{2} \equiv 0$. Thus $u(z, \omega) \equiv 0, u(r, \omega) \equiv 0$ in $D_{R}$.

Let us show how the idea works in a different problem.

## 2. RATE OF DECREASE OF SOLUTIONS TO HELMHOLTZ EQUATION

Theorem 2: Let (1) hold, $u$ satisfies the radiation condition and

$$
\begin{align*}
& |x|^{m} u(x) \rightarrow 0 \\
& c=\text { const }>0, \quad 0 \leqslant p, \quad m=1,2,3, \ldots, \tag{8}
\end{align*}
$$

where $\rho=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$, then $u \equiv 0$ in $D_{R}$.
Proof: Since $u$ satisfies (1) and the radiation condition, we can use the first equality in (4) and the third equality in (6). If $p=0$ the condition (8) says that $u(x)$ decreases faster than any negative power of $|x|$ at infinity in the cylinder $\rho \leqslant c$.
From this and (6) it follows that $f_{1} \equiv 0$ for $\omega$ directed along the axis $x_{3}$. By shifting the origin a little, we conclude that $f_{1}=0$ along any ray in the cylinder $\rho \leqslant c$. Thus $u \equiv 0$ in this cylinder and by unique continuation theorem for solutions of homogeneous elliptic equations $u \equiv 0$ in $D_{R}$. If $p>0$ our argument is a little more complicated. In this case let us write the equation $\rho=c\left|x_{3}\right|^{-p}$ in the spherical coordinates:
$r^{p+1} \cos ^{\rho} \theta \cdot \sin \theta=c$. For large $r$ the angle $\theta$ is near 0 , and $\theta=\theta(r)$ is an analytic bounded function of $c r^{-1-p}$ for large $r$. Let us prove that $u=0$ in the body $r^{p+1} \cos ^{p} \theta \sin \theta \leqslant c$. From this and the unique continuation theorem we conclude that $u \equiv 0$ in $D_{R}$. Let us take in (4) $x=\left(r, \theta_{b}(r)\right)$, where $\theta_{b}(r)$ is constructed as $\theta(r)$ but instead of $c$ we use $0<b<c$. For simplicity we shall write $\theta(r)$ instead of $\theta_{b}(r)$ in what follows. Then $\omega=\omega(r)$ and $\omega(r)$ is an analytic and bounded function of the argument $b r^{-1-p}$ for large $r$. From this it follows that $f_{1}(r, \omega(r))$ will be analytic and bounded near infinity on an appropriate Riemann surface (which by the way will be finite-sheeted for rational $p$. Since we can always find a rational number $p_{1}>p$ such that the body $r^{1+p} \cos ^{p} \theta$ $\sin \theta=b$ contains the body $r^{1+p_{i}} \cos ^{p_{1}} \theta \sin \theta=b$, we can consider only finite-sheeted Riemannian surfaces). If $f_{1}(z)$ decreases faster than any negative power of $z$ on such a surface, $f_{1} \equiv 0$. Thus $u(x)=0$ on any curve $r^{p+1} \cos ^{p} \theta \sin \theta=b \leqslant c$ and we conclude that $u \equiv 0$ in $D_{R}$.

## 3. GENERALIZATIONS

(1) We can consider general elliptic equations with constant coefficients in $\mathbb{R}^{N}$.
(2) It is possible to consider the case when $u(x)$ is a solution of (1) in a domain with infinite boundary.

[^7]
## 1. APPENDIX

Lemma 1: From (1) and (2) inclusion (3) follows. Let $g(r)=\int_{R}^{r} d r r^{2} \int_{S_{1}}|\mu(r, \omega)|^{2} d \omega$,
$g(r)$ increases monotonically and $g(\infty)<\infty$,

$$
\begin{aligned}
g^{\prime}(r) & =r^{2} \int_{S_{1}}|u(r, \omega)|^{2} d \omega \geqslant 0, g^{\prime \prime}=2 r \int_{S_{1}}|u|^{2} d \omega \\
& +2 r^{2} \int_{S}^{1} \frac{\partial u(r,)}{\partial r} u(r, \omega) d \omega .
\end{aligned}
$$

Here we assume without any loss of generality that $u$ is a real valued function [since the coefficients of Eq. (1) are real]. If $g^{\prime \prime}\left(r_{n}\right) \rightarrow 0$ as $r_{n} \rightarrow \infty$, then

$$
\begin{equation*}
\int_{S_{r_{n}}} \frac{\partial u}{\partial r} u d S_{r_{n}} \rightarrow 0 \quad \text { as } \quad z_{n} \rightarrow \infty \tag{A1}
\end{equation*}
$$

But from (1) it follows that

$$
\begin{align*}
& \int_{R \leq|x| \leq r_{n}}|\nabla u|^{2} d x=k^{2} \int_{R \leq|x| \leq r_{n}}|u|^{2} d x \\
& \quad+\int_{S_{r_{n}}} u \frac{d u}{d r} d S_{r_{n}}+\int_{S_{R}} u \frac{\partial u}{\partial N} d S_{R} . \tag{A2}
\end{align*}
$$

From (A1), (A2), and (2) we get (3). If $g^{\prime \prime}(r)$ does not go to zero whatever sequence $r_{n} \rightarrow \infty$ we choose, then $\left|g^{\prime \prime}\right| \geqslant \epsilon>0$ for all $r \geqslant R_{1} \geqslant R$. If $g^{\prime \prime} \geqslant \epsilon$, then $g^{\prime}(r) \rightarrow+\infty$. This is impossible because of (2). If $g^{\prime \prime} \leqslant-\epsilon$, then $g^{\prime}(r) \rightarrow-\infty$. Again this is impossible because of (2). This completes the proof.
${ }^{1}$ O. Arena and W. Littman, "Farfield behavior of solution to P.D.E.," Ann. Sc. Norm. Super. Pisa 2B, 807~27 (1972).
${ }^{2}$ T. Kato, "Growth properties of solutions of the reduced wave equation with variable coefficient," Commmun. Pure Appl. Math. 12, 402-25 (1959).
${ }^{3}$ A. G. Ramm, "About the absence of the discrete positive spectrum of the Laplace operator of the Dirichlet problem in some domains with infinite boundaries," Vestn. Leningr. Univ. Mat. Mekh. Astron. 13, 153-6 (1964); 1, 176 (1966).
${ }^{4}$ A. G. Ramm, "Nonselfadjoint operators in diffraction and scattering, "Math. Meth. Appl. Sci. 2, 327-46 (1980).
${ }^{5}$ A. G. Ramm, Theory and Applications of Some New Classes of Integral Equations (Springer, New York, 1980).
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Exactly integrable field theoretic models are constructed which are gauge equivalent to the $n$ component or $m \cdot n$ component nonlinear Schrödinger equations and to the $\mathrm{O}(n)$ nonlinear $\sigma$ model. We obtain the $C P^{n}$-Heisenberg model or the Grassmann-Heisenberg model and the generalized sine-Gordon model respectively. Consequences for the conserved quantities are discussed.
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## 1. INTRODUCTION

Recently Zakharov and Takhtadzhyan ${ }^{1}$ and, independently, D. Chudnovsky and G. Chudnovsky, ${ }^{2}$ pointed out, that the nonlinear Schrödinger equation (NLSE) and the equation of a Heisenberg ferromagnet (HF) are gauge equivalent. Gauge equivalence means that the two pairs of linear differential equations

$$
\begin{array}{ll}
\phi_{i, x}=U_{i}(x, t ; \lambda) \phi_{i}, & \left\{\begin{array}{ll}
i=1, & \text { for NLSE } \\
\phi_{i, t}=V_{i}(x, t ; \lambda) \phi_{i}
\end{array} \quad \begin{array}{l}
\text { for HF }
\end{array}\right.
\end{array}
$$

where $U_{i}, V_{i}$ in these cases are polynomials in $\lambda$ of order one resp. two, can be obtained from each other by a gauge transformation independent of $\lambda$ :
$\phi_{1}=g \phi_{2} ; \quad U-$
${ }_{1}=g U_{2} g^{-1}+g_{x} g^{-1} ; \quad V_{1}=g V_{2} g^{-1}+g_{t} g^{-1}$.
Because the consistency conditions of (1),

$$
\begin{equation*}
U_{i, t}-V_{i, x}+\left[U_{i}, V_{i}\right]=0 \tag{1.3}
\end{equation*}
$$

lead to the nonlinear differential equations defining the models, the gauge transformation constitutes a field coordinate transformation by which the nonlinear field equations and also the conserved quantities transform into each other.

In this note we show in section 2 that a gauge equivalent model to the $n$-component nonlinear Schrödinger equation presented by Nogami and Warke ${ }^{3}$ and by D. Chudnovsky and G. Chudnovsky ${ }^{2}$ is a generalized Heisenberg model where instead of a set of spin components $\left\{S_{i}\right\}$ a matrix

$$
S \in \mathbb{C} P^{n}=\mathrm{U}(n+1) / \mathrm{U}(n) \otimes \mathrm{U}(1)
$$

represents the field coordinates.
A slight modification allows us to discuss a model which is gauge equivalent to a Heisenberg model for a matrix $S$ on a Grassmannian manifold $\mathrm{U}(n+m) / \mathrm{U}(n) \otimes \mathrm{U}(m)$ or even for $S \in G L(n+m) / G L(n) \otimes \mathrm{GL}(m)$.

In Sec. 3 we discuss a model which is gauge equivalent to the nonlinear $\mathrm{O}(n)$ invariant $\sigma$-model. ${ }^{4}$ The gauge equivalent models are, for $n=3$, the sine-Gordon model and, for $n>3$, their higher generalizations, which have also been obtained by another method. ${ }^{5}$ In Sec. 4 we discuss some consequences for the conserved quantities of those models which are related by a coordinate transformation. As an example we do this in the $O(3) \sigma$-model (sine-Gordon model).

## 2. THE HEISENBERG MODELS

We start with the $n$-component nonlinear Schrödinger
equation ${ }^{3}$ for the $2 n$ fields. $\left(\varphi_{1}, \ldots, \varphi_{n}\right),\left(\chi_{1}, \ldots, \chi_{n}\right)$ :

$$
\begin{equation*}
\text { and }-i \varphi_{j, t}+\varphi_{j, x x}+2 \varphi_{j} \sum_{k=1}^{n} \varphi_{k} \chi_{k}=0 \tag{2.1a}
\end{equation*}
$$

$$
\begin{equation*}
i \chi_{j, t}+\chi_{j, x x}+2 \chi_{j} \sum_{k=1}^{n} \varphi_{k} \chi_{k}=0 . \tag{2.1b}
\end{equation*}
$$

These equations are the compatibility equations for the linear system

$$
\begin{equation*}
\phi_{x}=U_{1} \phi, \quad \phi_{i}=V_{1} \phi, \tag{2.2}
\end{equation*}
$$

where $U_{1}, V_{1}$ are $(n+1) \otimes(n+1)$ matrices and polynomials in $\lambda$ :

$$
\begin{equation*}
U_{1}=i \lambda \Gamma+A_{0}, \quad V_{1}=B_{0}+2 \lambda A_{0}+2 i \lambda^{2} \Gamma, \tag{2.3}
\end{equation*}
$$

with

$$
\begin{align*}
& \Gamma=\operatorname{diag}(1,-1,-1, \ldots,-1),  \tag{2.4}\\
& A_{0}=\left(\begin{array}{cc}
0 & \varphi_{1} \varphi_{2}, \ldots, \varphi_{n} \\
-\chi_{1} & \\
-\chi_{2} & 0 \\
\vdots & \\
-\chi_{n}
\end{array}\right)  \tag{2.5}\\
& B_{0}=-i \Gamma A_{0, x}+i \Gamma A_{0}^{2} \tag{2.6}
\end{align*}
$$

We define $g(x, t)$ as a solution of (2.2) for $\lambda=0$. Then

$$
\begin{align*}
& g_{x}=A_{0} g  \tag{2.7}\\
& g_{t}=B_{0} g \tag{2.8}
\end{align*}
$$

and

$$
\begin{align*}
U_{2}=g^{-1} U_{1} g-g^{-1} g_{x} & =g^{-1} i \lambda \Gamma g+g^{-1} A_{0} g-g^{-1} g_{x} \\
& =i \lambda S, \tag{2.9}
\end{align*}
$$

where

Furthermore

$$
\begin{equation*}
V_{2}=g^{-1} V_{1} g-g^{-1} g_{t}=2 \lambda g^{-1} A_{0} g+2 i \lambda^{2} S \tag{2.10}
\end{equation*}
$$

By use of $\Gamma A_{0} \Gamma=-A_{0}$ one can show that

$$
\begin{equation*}
S S_{x}=2 g^{-1} g_{x}=2 g^{-1} A_{0} g \tag{2.11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
V_{2}=\lambda S S_{x}+2 i \lambda^{2} S \tag{2.12}
\end{equation*}
$$

The linear system now reads:

$$
\begin{align*}
& \phi_{2, x}=i \lambda S \phi_{2}  \tag{2.13a}\\
& \phi_{2, t}=\left(\lambda S S_{x}+2 i \lambda^{2} S\right) \phi_{2} \tag{2.13b}
\end{align*}
$$

Because of $S=g^{-1} \Gamma g$, we have as condition on $S$

$$
\begin{align*}
& S^{2}=1  \tag{2.14a}\\
& \operatorname{tr} S=-(n-1) \tag{2.14b}
\end{align*}
$$

and the compatibility equation for (2.13) is

$$
\begin{equation*}
i S_{t}=\frac{1}{2}\left[S, S_{x x}\right] . \tag{2.15}
\end{equation*}
$$

For $\varphi_{i}=\chi_{i}{ }^{+}$we have $g \in \operatorname{SU}(n+1)$ and because of $S=g^{-1} \Gamma g$ with $\Gamma$ by (2.4):

$$
S \in \mathbb{C} P^{n}=\mathrm{U}(n+1) / \mathrm{U}(n) \otimes \mathrm{U}(1) .
$$

Equations (2.1) read

$$
\begin{equation*}
i \chi_{j, t}+\chi_{j, x x}+2 \chi_{j} \sum_{k=1}^{n}\left|\chi_{k}\right|^{2}=0 . \tag{2.16}
\end{equation*}
$$

In the case where $\chi_{i}, \varphi_{i}$ are independent complex coordinates we have $S \in G L(n+1) / \mathrm{GL}(n) \otimes \mathrm{U}(1)$. This approach can be immediately generalized to the Heisenberg equations of motions (2.15), (2.14a), and $\operatorname{trS}=-(n-m)$ for $S \in \mathbf{U}(n+m) / \mathrm{U}(n) \otimes \mathbf{U}(m)$ or even for $S \in \mathrm{GL}(n+m) / \mathrm{GL}(n) \otimes \mathrm{GL}(m)$ if we start with the linear system (2.2) and (2.3), where now, (say $m<n$ )
$\Gamma=\operatorname{diag}(\overbrace{111}^{(1-1-1,-1})$,
$A_{0}=\left(\begin{array}{ccccc} & \varphi_{11} & \varphi_{12} & \cdots & \varphi_{1 n} \\ 0 & \vdots & & & \vdots \\ & \varphi_{m 1} & \varphi_{m 2} & \cdots & \varphi_{m n} \\ -\chi_{11} \cdots-\chi_{m 1} & & & & \\ -\chi_{1 n} \cdots-\chi_{m n} & & & 0 & \end{array}\right)$,
$B_{0}=-i \Gamma A_{0, x}+i \Gamma A_{0}^{2}$.
Note, that again $\Gamma A_{0} \Gamma=-A_{0}$, hence with $S=g^{-1} \Gamma g$, again

$$
\begin{equation*}
2 g^{-1} A_{0} g=S S_{x} \tag{2.19}
\end{equation*}
$$

The field equations for the $2 m \cdot n$ complex fields are

$$
\begin{equation*}
A_{0, t}+i \Gamma A_{0, x x}-2 i A_{0}^{3}=0 . \tag{2.20}
\end{equation*}
$$

We call these equations the Grassmann Schrödinger equations or the $m \cdot n$-component Schrödinger equations.

Examples:
(i) $m=1, n=1 ;(2.16)$ is the usual nonlinear Schrödinger equation $S \in C P^{1}=S U(2)$. Equations (2.14) and (2.15) are the equations for the $O(3)$ invariant Heisenberg model.
(ii) $n=2, m=2 ; \varphi_{i j}=\chi_{i j}^{+}$. Now

$$
\Gamma=\left(\begin{array}{rrrr}
1 & 0 & 0 & 0  \tag{2.21}\\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

and

$$
A_{0}=\left(\begin{array}{rrrr}
0 & 0 & \chi_{11}^{+} & \chi_{12}^{+} \\
0 & 0 & \chi_{21}^{+} & \chi_{22}^{+} \\
-\chi_{11} & -\chi_{21} & 0 & 0 \\
-\chi_{12} & -\chi_{22} & 0 & 0
\end{array}\right)
$$

Hence (2.20) reads ( $a=1, \ldots, m=2 ; b=1, \ldots, n=2$ )

$$
\begin{equation*}
-i \chi_{a, b, t}+\chi_{a, b, x x}+2 \sum_{k, j=1}^{2} \chi_{k b}\left(\chi_{k j}^{+} \chi_{a j}\right) . \tag{2.22}
\end{equation*}
$$

Of course, from (2.22) one infers immediately the general structure of the $m n$-component Schrödinger equation in terms of the field components. These theories are especially interesting because a quantization procedure analogous to the usual nonlinear Schrödinger equation ${ }^{6}$ is certainly available. The consequences of the gauge equivalence for the quantized version of the models could especially be studied at first in the context of these nonrelativistic theories.

## 3.THE $\sigma$ MODELS

We start with the system of linear differential equations for the $\mathrm{O}(n+1)$ nonlinear $\sigma$-model as given by Pohlmeyer ${ }^{4}$ :

$$
\begin{align*}
& \phi_{1, \xi}=(1-\zeta) q^{a} q_{\xi}^{b} \mathscr{F}^{a b} \phi_{1} \equiv U_{1} \phi_{1},  \tag{3.1a}\\
& \phi_{1, \eta}=\left(1-\zeta^{-1}\right) q^{a} q_{\eta}^{b} \mathscr{F}^{a b} \phi_{1} \equiv V_{1} \phi_{1} . \tag{3.1b}
\end{align*}
$$

Here $\xi$ and $\eta$ are the light cone variables: $\xi=\frac{1}{2}(t+x)$;
$\eta=\frac{1}{2}(t-x)$. The indices $a, b$ run from $0,1, \ldots, n$ and the $\mathscr{F} a b$ are generators of the $\mathrm{O}(n+1)$. In terms of the basis elements of the Clifford algebra ${ }^{7}$ [ $\left.\mathbb{C}_{n}=\left\{\Gamma^{1}, \ldots, \Gamma^{n}\right\}\right]$ we have

$$
\begin{aligned}
& \mathscr{F}^{a b}=-\frac{1}{4}\left[\Gamma^{a}, \Gamma^{b}\right], \\
& \mathscr{F}^{0 a}=\frac{1}{2} \Gamma^{a} .
\end{aligned}
$$

The $q^{a}(a=0,1, \ldots, n)$ are components of a $(n+1)$-dimensional unit vector, $q^{a} q^{a}=1$; we choose also $q_{\xi}^{a} q_{\xi}^{a}=1$ and $q_{\eta}^{a} q_{\eta}^{a}=1$. Hence also e.g. $q^{a} q_{\eta}^{a}=0$, etc. The equations (3.1) are compatible if

$$
\begin{equation*}
q_{\eta \xi}^{a}+\left(q_{\eta} \cdot q_{\xi}\right) q^{a}=0 \tag{3.2}
\end{equation*}
$$

The gauge transformation

$$
\begin{aligned}
& U_{2}=g^{-1} U_{1} g-g^{-1} g_{x}, \\
& V_{2}=g^{-1} V_{1} g-g^{-1} g_{t},
\end{aligned}
$$

leads to the expressions

$$
\begin{align*}
& C_{1}=g^{-1} q^{a} q_{5}^{b} \mathscr{F}^{a b} g,  \tag{3.3a}\\
& C_{2}=g^{-1} q^{a} q_{\eta}^{b} \mathscr{F}^{a b} g, \tag{3.3b}
\end{align*}
$$

with

$$
g \in \mathrm{O}(n+1) .
$$

Proposition: One can find a $g \in \mathrm{O}(n+1)$, so that

$$
\begin{align*}
& C_{1}=-(i / 2) \Gamma^{1},  \tag{3.4a}\\
& C_{2}=-(i / 2) e_{i} \Gamma^{i}, \tag{3.4~b}
\end{align*}
$$

where $e_{i}(i=1, \ldots, n)$ are the components of a $n$-dimensional unit vector: $\Sigma_{i=1}^{n} e_{i}^{2}=1 . g$ is not yet completely specified by (3.4a) and (3.4b) because any transformation $g_{0}$ generated by $\mathscr{F}^{i j}(i, j \neq 0,1)$ leads to

$$
\begin{aligned}
& g_{0}^{-1} \Gamma^{1} g_{0}=\Gamma^{1} \\
& g_{0}^{-1} e_{i} \Gamma^{i} g_{0}=e_{i} \Gamma^{\prime i}=e_{i}^{\prime} \Gamma^{i} .
\end{aligned}
$$

Proof: (a) We have

$$
C_{1}^{2}=g^{-1} q^{a} q_{\xi}^{b} q^{c} q_{\xi}^{d} \mathscr{F}^{a b} \mathscr{F}{ }^{c d} g=-\frac{1}{4}
$$

because of

$$
q^{a} q^{a}=1, \quad q_{\xi}^{a} q_{\xi}^{a}=1, \quad q^{a} q_{\xi}^{a}=0
$$

Hence we may choose a $g$ which transforms $q^{a} q_{\xi}^{b} \mathscr{F}^{a b}$ to a diagonal matrix, which has to be a constant matrix. If we choose $\Gamma^{1}$ to be the diagonal matrix of $\mathbb{C}_{n}$ we have
$C_{1}=-(i / 2) \Gamma^{1}$.
(b) In the same manner we show

$$
C_{2}{ }^{2}=-\frac{1}{4} .
$$

Then $C_{2}$ may be represented by

$$
C_{2}=-(i / 2)\left(e_{1}^{\prime} \Gamma^{\prime i}+\cdots+e_{n}^{\prime} \Gamma^{\prime n}\right),
$$

with

$$
\left\{\Gamma^{\prime i}, \Gamma^{\prime j}\right\}_{+}=2 \delta^{i j}, \quad \sum_{i=1}^{n} e_{i}^{\prime 2}=1
$$

Because for $q_{\eta}^{a} \rightarrow q_{\xi}^{a}, C_{2} \rightarrow C_{1}$, the matrix $\Gamma^{1}$ is representable by a linear combination of the $\left\{\Gamma^{\prime \prime}, \ldots, \Gamma^{\prime n}\right\}$. By a further transformation which leaves $\Gamma^{1}$ invariant, one may arrange $C_{2}$ in its standard form

$$
C_{2}=-(i / 2) e_{i} \Gamma^{i} .
$$

Then we obtain

$$
\begin{align*}
& U_{2}=(i / 2) \zeta \Gamma^{1}+A_{0},  \tag{3.5a}\\
& V_{2}=(i / 2)(1 / \xi) e_{i} \Gamma^{i}+B_{0}, \tag{3.5b}
\end{align*}
$$

where

$$
\begin{equation*}
A_{0}=-g^{-1} g_{\xi}-(i / 2) \Gamma^{1} ; \quad B_{0}=-g^{-1} g_{\eta}-(i / 2) e_{i} \Gamma^{i} . \tag{3.5c}
\end{equation*}
$$

Now, the compatibility equation for $U_{2}, V_{2}$,

$$
\begin{equation*}
U_{2, \eta}-V_{2,5}+\left[U_{2}, V_{2}\right]=0, \tag{3.6}
\end{equation*}
$$

leads to

$$
\begin{align*}
& e_{i, \xi} \Gamma^{i}=\left[A_{0}, e_{i} \Gamma^{i}\right]  \tag{3.7}\\
& {\left[\Gamma^{1}, B_{0}\right]=0}  \tag{3.8}\\
& A_{0, \eta}-B_{0, \xi}+e_{i} \mathscr{F}^{1 i}+\left[A_{0}, B_{0}\right]=0 . \tag{3.9}
\end{align*}
$$

Equation (3.7) can be solved by the ansatz

$$
A_{0}=\sum_{e=2}^{n} a_{e} \mathscr{F}^{l e}+\sum_{e, k \neq 1} c_{e k} \mathscr{F}^{e n} .
$$

Because $g$ until now is only specified up to a transformation generated by the $\mathscr{F}^{e k}(e, k \neq 1,0)$ we may choose such a $g$ so that $c_{e k}=0$. Then we obtain from (3.7)

$$
\begin{aligned}
e_{k, \xi} \Gamma^{k} & =a_{k} e_{i}\left[\mathscr{F}^{1 k}, \Gamma^{i}\right] \\
& =-\sum_{k=2}^{n}\left(a_{k} e_{k}\right) \Gamma^{1}+\sum_{k=2}^{n} a_{k} \Gamma^{k} e_{1} .
\end{aligned}
$$

Hence

$$
\begin{align*}
& e_{1, \xi}=-\sum_{k=2}^{n} a_{k} e_{k}  \tag{3.10}\\
& e_{k, \xi}=a_{k} e_{1}, \quad k=2, \ldots, n . \tag{3.11}
\end{align*}
$$

From (3.11) we infer

$$
\begin{equation*}
a_{k}=\frac{e_{k, \xi}}{e_{1}} \tag{3.12}
\end{equation*}
$$

whereby (3.10) then reads

$$
e_{1,5} e_{1}=-\sum_{k=2}^{n} \dot{e}_{k, 5} e_{k}
$$

which, of course, is true.

From (3.8) we get

$$
\begin{equation*}
B_{0}=c_{1} \Gamma^{1}+\sum_{i, j \neq 1,0} c_{i j} \mathscr{F}^{i j}, \quad c_{i j}=-c_{j i}, \tag{3.13}
\end{equation*}
$$

so that we obtain finally from (3.9)

$$
\begin{gather*}
a_{k, \eta} \mathscr{F}^{1 k}-c_{1, \xi} \Gamma^{1}-c_{i, \xi^{\mathscr{F}}} \mathscr{F}^{i j}+e_{k} \mathscr{F}^{1 k} \\
+c_{1} a_{k} \Gamma^{k}+2 a_{e} c_{k e} \mathscr{F}^{1 k}=0 . \tag{3.14}
\end{gather*}
$$

Hence $c_{1, \xi}=0, c_{i j, \xi}=0, c_{1}=0$. Then $c_{i j}=c_{i j}(\eta)$ and

$$
\begin{equation*}
a_{k, \eta}+e_{k}+2 a_{e} c_{k e}(\eta)=0 . \tag{3.15}
\end{equation*}
$$

But the term $c_{k e} \mathscr{F}^{k e}$ in $V_{2}$ can again be transformed away so that we end up with the linear system.

$$
\begin{align*}
U_{2} & =i \frac{\zeta}{2} \Gamma^{1}+\sum_{k=2}^{n} \frac{e_{k, \xi}}{e_{1}} \mathscr{F}^{1 k}  \tag{3.16}\\
V_{2} & =\frac{i}{2 \xi} e_{i} \Gamma^{i} \tag{3.17}
\end{align*}
$$

and the field equations are

$$
\begin{equation*}
\left(e_{k, \xi} / e_{1}\right)_{\eta}+e_{k}=0, \quad k=2, \ldots, n \tag{3.18}
\end{equation*}
$$

Equation (3.18) was derived in Ref. 5 by another method, the associated linear problem indicated by the matrices in (3.16), and (3.17) has also been found by Eichenherr and Pohlmeyer. ${ }^{8}$

Note that by (3.5c) we have

$$
\begin{aligned}
& -g^{-1} g_{\xi}=\left(g^{-1}\right)_{\xi} g=\frac{i}{2} \Gamma^{1}+\sum_{k=2}^{n} \frac{e_{k, \xi}}{e_{1}} \mathscr{F}^{1 k}, \\
& -g^{-1} g_{\eta}=\left(g^{-1}\right)_{\eta} g=\frac{i}{2} e_{k} \Gamma^{k}
\end{aligned}
$$

Hence

$$
\begin{equation*}
g^{-1}(\xi, \eta)=\phi_{2}(\zeta, \eta ; \zeta=1) . \tag{3.19}
\end{equation*}
$$

Examples: (i) $n=2[\mathrm{O}(3)$ model]. We choose

$$
\begin{align*}
& e_{1}=\cos \alpha, \quad e_{1, \xi}=-\alpha_{\xi} \sin \alpha \\
& e_{2}=\sin \alpha, \quad e_{2, \xi}=\alpha_{\xi} \cos \alpha  \tag{3.20}\\
& e_{2, \xi} / e_{1}=\alpha_{\xi}
\end{align*}
$$

hence

$$
\alpha_{\xi \eta}+\sin \alpha=0,
$$

with

$$
\begin{align*}
& \Gamma^{1}=\sigma^{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \quad \Gamma^{2}=\sigma^{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \\
& \mathscr{F}^{12}=\frac{1}{2}\left(\begin{array}{rr}
0 & -1 \\
+1 & 0
\end{array}\right), \tag{3.21}
\end{align*}
$$

then

$$
\begin{align*}
U_{2} & =\frac{i}{2} \zeta \sigma^{3}-\frac{i}{2} \alpha_{\xi} \sigma^{2} \\
& =\frac{i}{2} \zeta\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)+\frac{1}{2}\left(\begin{array}{cc}
0 & -\alpha_{\xi} \\
+\alpha_{5} & 0
\end{array}\right)  \tag{3.22}\\
V_{2} & =\frac{1}{\xi} \frac{i}{2}\left[\cos \alpha \sigma^{3}+\sin \alpha \sigma^{1}\right] \\
& =\frac{i}{2 \xi}\left(\begin{array}{rr}
\cos \alpha & \sin \alpha \\
\sin \alpha & -\cos \alpha
\end{array}\right) \tag{3.23}
\end{align*}
$$

(ii) $n=3[\mathrm{O}(4)$ model $]$. We choose
$e_{1}=\cos \alpha, \quad e_{1, \xi}=-\alpha_{\xi} \sin \alpha$,
$e_{2}=\sin \alpha \cos \omega, \quad e_{2, \xi}=\alpha_{\xi} \cos \alpha \cos \omega-\omega_{\xi} \sin \alpha \sin \omega$,
$e_{3}=\sin \alpha \sin \omega, \quad e_{3,5}=\alpha_{\xi} \cos \alpha \sin \omega+\omega_{\xi} \sin \alpha \cos \omega$, and

$$
\begin{align*}
& a_{2}=\alpha_{\xi} \cos \omega-\omega_{\xi} \tan \alpha \sin \omega  \tag{3.25a}\\
& a_{3}=\alpha_{\xi} \sin \omega+\omega_{\xi} \tan \alpha \cos \omega \tag{3.25b}
\end{align*}
$$

The field equation can be written as

$$
\begin{align*}
& \alpha_{\xi \eta}+\tan \alpha \omega_{\xi} \omega_{\eta}+\sin \alpha=0,  \tag{3.26a}\\
& \omega_{\xi \eta}+\alpha_{\xi} \omega_{\eta}+\omega_{\xi} \alpha_{\eta} \frac{1}{\cos ^{2} \alpha}=0 . \tag{3.26b}
\end{align*}
$$

With
$\Gamma^{1}=\left(\begin{array}{rr}+1 & 0 \\ 0 & -1\end{array}\right), \quad \Gamma^{2}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), \quad \Gamma^{3}=\left(\begin{array}{rr}0 & i \\ -i & 0\end{array}\right)$, $\mathscr{F}^{12}=\frac{1}{2}\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right), \quad \mathscr{F}^{13}=\frac{1}{2}\left(\begin{array}{rr}0 & -i \\ -i & 0\end{array}\right)$,
we obtain (compare with Ref. 4)

$$
\begin{align*}
U_{2}= & \frac{1}{2}\left(\begin{array}{cc}
0 & \left(-\alpha_{\xi}-i \omega_{\xi} \tan \alpha\right) e^{i \omega} \\
\left(\alpha_{\xi}-i \omega_{\xi} \tan \alpha\right) e^{-i \omega} & 0
\end{array}\right) \\
& +i \frac{\xi}{2}\left(\begin{array}{rr}
+1 & 0 \\
0 & -1
\end{array}\right),  \tag{3.27a}\\
V_{2}= & \frac{i}{2 \xi}\left(\begin{array}{cc}
+\cos \alpha & \sin \omega e^{i \omega} \\
\sin \alpha e^{-i \omega} & -\cos \alpha
\end{array}\right) . \tag{3.27b}
\end{align*}
$$

## 4. IMPLICATIONS FOR THE CONSERVED QUANTITIES

In order to study the consequences of these equivalences let us restrict ourselves to the nonlinear $\mathrm{O}(3) \sigma$-model.

In terms of the angle coordinate $\alpha$ the linear equations $\mathrm{read}[\operatorname{see}$ (3.22) and (3.23)]

$$
\begin{align*}
& \partial_{\xi} \phi_{2}=\left[i \xi \frac{1}{2} \sigma_{3}+\frac{1}{2}\left(\begin{array}{cc}
0 & -\alpha_{\xi} \\
\alpha_{\xi} & 0
\end{array}\right)\right] \phi_{2} \equiv U_{2} \phi_{2},  \tag{4.1}\\
& \partial_{\eta} \phi_{2}=\frac{i}{2 \xi}\left(\begin{array}{lr}
\cos \alpha & \sin \alpha \\
\sin \alpha & -\cos \alpha
\end{array}\right) \phi_{2} \equiv V_{2} \phi_{2} . \tag{4.2}
\end{align*}
$$

We now change from the light-cone variables to coordinates $x, t$ :

$$
\xi=\frac{1}{2}(t+x), \quad \eta=\frac{1}{2}(t-x) .
$$

If we require $\alpha(x, t) \rightarrow 0$ for $|x| \rightarrow \infty$ we obtain

$$
\begin{equation*}
\partial_{x} \phi_{2}=\frac{1}{2}\left(\partial_{5}-\partial_{\eta}\right) \phi_{2} \rightarrow(i / 2)\left(\sigma_{3} / 2\right)(\zeta-1 / \zeta) \phi_{2} \tag{4.3}
\end{equation*}
$$

We define two sets of fundamental Jost solutions $\chi_{2}^{ \pm}$to $\partial_{x} \phi_{2}$ $=\frac{1}{2}\left(U_{2}-V_{2}\right) \phi_{2}$ by the asymptotic conditions:

$$
\begin{equation*}
\chi_{2}^{ \pm} \underset{x \rightarrow \pm \infty}{\rightarrow} e^{i\left(\sigma_{3} / 4| | \xi-1 / \xi\right) x} . \tag{4.4}
\end{equation*}
$$

The transition matrix between both fundamental sets of solutions then is defined by ${ }^{9}$

$$
\chi_{2}^{+}=\tau_{2} \chi_{2}^{-}, \quad \tau_{2}(\zeta)=\left(\begin{array}{rc}
A_{2}(\xi) & B_{2}(\xi)  \tag{4.5}\\
-B_{+}^{2}(\xi) & A_{2}^{+}(\zeta)
\end{array}\right) .
$$

Doing the same for $\sigma$-model coordinates we obtain

$$
\begin{equation*}
\partial_{x} \phi_{1}=\frac{1}{2}\left[\frac{1}{2} i(\zeta-1)\left(\mathbf{q} \times \mathbf{q}_{\xi}\right)-\frac{1}{2} i(1 / \zeta-1)\left(\mathbf{q} \times \mathbf{q}_{\eta}\right)\right] \cdot \boldsymbol{\sigma} \phi_{1} . \tag{4.6}
\end{equation*}
$$

Now by (3.3), (3.4) we have, in this case,

$$
\begin{align*}
& \left(\mathbf{q} \times \mathbf{q}_{\xi}\right) \cdot \boldsymbol{\sigma}=g \sigma_{3} g^{-1}  \tag{4.7}\\
& \left(\mathbf{q} \times \mathbf{q}_{\eta}\right) \cdot \boldsymbol{\sigma}=g\left(\cos \alpha \sigma^{3}+\sin \alpha \sigma^{1}\right) g^{-1} \tag{4.8}
\end{align*}
$$

and by (3.19), e.g.,

$$
g^{-1}(x)=\chi_{2}^{+}(x ; \xi=1)
$$

Hence for $x \rightarrow+\infty$ we obtain $g^{-1} \rightarrow 1$; for $x \rightarrow-\infty$ we obtain $g^{-1} \rightarrow \tau_{2}(\zeta=1)$, and therefore

$$
\begin{align*}
& \left(\mathbf{q} \times \mathbf{q}_{5}\right) \cdot \boldsymbol{\sigma},\left(\mathbf{q} \times \mathbf{q}_{\eta}\right) \cdot \boldsymbol{\sigma} \underset{x \rightarrow+\infty}{\rightarrow} \sigma_{3},  \tag{4.9}\\
& \left(\mathbf{q} \times \mathbf{q}_{5}\right) \cdot \boldsymbol{\sigma},\left(\mathbf{q} \times \mathbf{q}_{\eta}\right) \cdot \boldsymbol{\sigma} \underset{x \rightarrow-\infty}{\rightarrow} \tau_{2}^{-1}(1) \sigma_{3} \tau_{2}(1) \equiv: t . \tag{4.10}
\end{align*}
$$

Therefore

$$
\begin{align*}
& \partial_{x} \phi_{1} \underset{x \rightarrow+\infty}{\rightarrow} \frac{1}{4} i(\zeta-1 / \zeta) \sigma_{3} \phi_{1},  \tag{4.11}\\
& \partial_{x} \phi_{1} \rightarrow \frac{1}{4} i(\zeta-1 / \zeta) t \phi_{1} . \tag{4.12}
\end{align*}
$$

We may define again a set of fundamental solutions $\mathcal{X}_{1}^{ \pm}$by

$$
\begin{align*}
& \chi_{1}^{+}(x, \zeta) \underset{x \rightarrow+\infty}{\rightarrow} e^{i \sigma_{3}(\zeta-1 / 5) x / 4},  \tag{4.13}\\
& \chi_{1}^{-}(x, \zeta) \underset{x \rightarrow-\infty}{\rightarrow} e^{i((5-1 / 5) x / 4}, \tag{4.14}
\end{align*}
$$

and also a transition matrix by

$$
\chi_{1}^{+}=\tau_{1} \chi_{1}^{-}, \quad \tau_{1}=\left(\begin{array}{cc}
A_{1}(\zeta) & B_{1}(\zeta) \\
-B_{1}^{+}(\zeta) & A_{1}^{+}(\zeta)
\end{array}\right)
$$

On the other hand we have, especially because of $g \phi_{2}=\phi_{1}$,

$$
\begin{equation*}
\chi_{2}^{+}=g^{-1} \chi_{1}^{+}, \tag{4.15}
\end{equation*}
$$

because in the limit $x \rightarrow+\infty$ both sides agree. For $x \rightarrow-\infty$ we obtain

$$
\tau_{2}(\zeta) e^{i\left(\sigma_{3} / 2\right)(\xi-1 / 5) x}=\tau_{2}(\zeta=1) \tau_{1}(\zeta) e^{i \sigma_{3}(\zeta-1 / 5) \times / 4}
$$

or

$$
\begin{equation*}
\tau_{1}(\zeta)=\tau_{2}^{-1}(1) \tau_{2}(\zeta) \tag{4.16}
\end{equation*}
$$

which agrees with

$$
\tau_{1}(\zeta=1)=1
$$

If we parametrize

$$
\tau_{2}(1)=\left(\begin{array}{cc}
\alpha & \beta \\
-\beta^{+} & \alpha^{+}
\end{array}\right), \quad \alpha \alpha^{+}+\beta \beta^{+}=1
$$

then

$$
\begin{align*}
& A_{1}(\zeta)=\alpha^{*} A_{2}(\zeta)+\beta B_{2}^{+}(\zeta)  \tag{4.17}\\
& B_{1}(\zeta)=\alpha^{+} B_{2}(\zeta)-\beta A_{2}^{+}(\zeta) \tag{4.18}
\end{align*}
$$

It is interesting to discuss the time behavior. We know that ${ }^{9}$

$$
\begin{aligned}
& A_{2}(\zeta, t)=A_{2}(\zeta, 0) \\
& B_{2}(\zeta, t)=B_{2}(\zeta, 0) e^{(i / 4)(\zeta+1 / \zeta) t}
\end{aligned}
$$

and therefore $\beta(t)=\beta(0) e^{i t / 2}, \alpha(t)=\alpha(0)$. Then $A_{1}(\xi, t)$ and $B_{1}(\zeta, t)$ are not time-independent in general, but the combination

$$
\begin{equation*}
\alpha(0) A_{1}(\zeta)-\beta e^{i / 2 t} B_{1}^{+}(\zeta)=A_{2}(\zeta) \tag{4.19}
\end{equation*}
$$

If we expand the right-hand side in a Laurent series about $\zeta=0$ we obtain

$$
A_{2}(\zeta)=\sum_{n=-\infty}^{+\infty} I_{n}^{(2)} \zeta^{n}
$$

and the $I_{\mu}^{(2)}$ are the local conserved quantities of the sineGordon model. Doing the same expansion for the left-hand side is not of great help unless $\beta=0$.

If $\beta=B_{2}(\zeta=1)=0$ (i.e. the reflection coefficient for zero momentum is zero) we obtain also in the nonlinear $\sigma$ model conserved quantities as coefficients in Laurent expansion of the Jost function $A_{1}(\zeta)$ about $\zeta=0$, and these are related to the local conserved quantities of the sine-Gordon equation by a normalization factor $\alpha=A_{2}(0)$ and by a coordinate transformation. These conserved quantities of the $\sigma$-model should be the local ones. The nonlocal charges ${ }^{10}$ are obtained by expanding $A_{1}(\zeta)$ about $w=0$, $w=(1-\zeta) /(1+\zeta)$ and equation (4.19) would mean, for $\beta=0$, that these are related in the same way to nonlocal charges of the sine-Gordon equation.

But one should stress that our asymptotic conditions (4.9) and (4.10) are very different from the condition in Refs. 4 or 10 , and that all these conclusions are a consequence of $\beta=0$. This point deserves further study.

Gauge transformations on the linear system provide a powerful tool for the construction of field-coordinate transformations. They show that some models are classically
equivalent and differ only by the choice of coordinates. The quantized version of these models may become really different because of different quantization rules.

The theories which are gauge equivalent to the $\mathbb{C} P^{n} \sigma$ models are given elsewhere. ${ }^{11}$
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#### Abstract

A method for evaluating integrals over the Fermi distribution function using results from Mellintransform theory is presented. The connection of this approach with the operational result of Blankenbecler is explicated. The method is used to calculate the profile function for a Fermi distribution.
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## INTRODUCTION

Some time ago, in a brief note with the same title, Blankenbecler ${ }^{1}$ presented a formal device for evaluating integrals over the Fermi distribution function. In several special cases, i.e., the scattering form factors for the Fermi distribution and the "modified Gaussian" distribution, ${ }^{2}$ the result was shown to be expressible in closed form. This concise method was later used by $\mathrm{Kittel}^{3}$ in a textbook calculation of the linear term in the heat capacity of a free electron gas.

Here a powerful alternative approach to such integrals is presented in terms of the transform calculus. The connection of this more prosaic approach with Blankenbecler's ${ }^{1}$ operational result is explicated. The present technique is shown to be useful in dealing with the calculation in the impact-parameter representation of the profile function in the case of a Fermi distribution.

Method: Following Blankenbecler, ${ }^{1}$ the required integral is of the form

$$
\begin{align*}
& \int_{0}^{\infty} h(x)[\exp (x-y)+1]^{-1} d x \\
& \quad=\int_{0}^{\infty} h(x) \exp (y-x)[\exp (y-x)+1]^{-1} d x \tag{1}
\end{align*}
$$

where, for the moment, $x$ and $y$ are teken to be the energy and the Fermi energy, respectively, in units of kT ; it is assumed ${ }^{1}$ that $h$ may be integrated once to yield the function $H(x)$. The point of departure for the present discussion is a result from the theory of the Mellin transfrom, ${ }^{4}$

$$
\begin{equation*}
\frac{f}{1+f}=\frac{1}{2 \pi i} \int_{L} \frac{\pi f^{2} d z}{\sin \pi z}, \tag{2}
\end{equation*}
$$

where $L$ is a path extending from $\zeta-i \infty$ to $\zeta+i \infty$, for $0<\zeta<1$. With the identification,

$$
\begin{equation*}
f=\exp (y-x) \tag{3}
\end{equation*}
$$

the integral (1) may be written as

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{L} \frac{\pi d z}{\sin \pi z} \int_{0}^{\infty} h(x) e^{z(y-x)} d x \tag{4}
\end{equation*}
$$

After integration by parts, this becomes
$\frac{1}{2 \pi i} \int_{L} \frac{\pi e^{z y} d z}{\sin \pi z}\left[\left.H(x) e^{-z x}\right|_{0}+\int_{0}^{\infty} H(x) z e^{-z x} d x\right]$.
The further assumption, consistent with the applications in Ref. 1, that $H(0)=0$ is now made, although this is not at all essential to the present method. Thus the integral (5) may now be written as

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \frac{\pi z e^{z y}}{\sin \pi z} d z \int_{0}^{\infty} H(x) e^{-z x} d x, \tag{6}
\end{equation*}
$$

where the contour $L$ has been shifted to the imaginary axis since $z=0$ is no longer a singular point. Introducing $\partial$, the derivative with respect to $y$, expression (6) can be put into the form

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \frac{\pi \partial d z}{\sin \pi \partial} e^{z y} \int_{0}^{\infty} H(x) e^{-z x} d x, \tag{7}
\end{equation*}
$$

and, after an additional transformation of variable, $z=i$, one finds

$$
\begin{align*}
& \frac{\pi \partial}{\sin \pi \partial} \int_{0}^{\infty} d x H(x) \frac{1}{2 \pi} \int_{-\infty}^{\infty} d x e^{i s(y-x)} \\
& \quad=\frac{\pi \partial}{\sin \pi \partial} \int_{0}^{\infty} d x H(x) \delta(x-y) \\
& \quad=[\pi \partial \csc \pi \partial] H(y) ; \tag{8}
\end{align*}
$$

the last result is Blankenbecler's operational form.
Variants of this approach based on other results from Mellin-transform theory are possible. Thus, the integration of expression (1) by parts yields

$$
\begin{align*}
& \int_{0}^{\infty} h(x)[\exp (x-y)+1]^{-1} d x \\
& =-\int_{0}^{\infty} h(x) d \ln [\exp (y-x)+1] \\
& =h(0) \ln [\exp (y)+1]+\int_{0}^{\infty} \ln [\exp (y-x)+1] d h(x) \tag{9}
\end{align*}
$$

this suggests using the result

$$
\begin{equation*}
\ln (1+f)=\frac{1}{2 \pi i} \int_{5-i \infty}^{\zeta+i \infty} \frac{\pi f^{z}}{z \sin \pi z} d z, \quad 0<\zeta<1 \tag{10}
\end{equation*}
$$

in the evaluation

$$
\begin{align*}
& \int_{0}^{\infty} d x h^{\prime}(x) \ln [\exp (y-x)+1] \\
& \quad=\frac{1}{2 \pi i} \int_{5-i \infty}^{\xi+i \infty} \frac{\pi e^{y z} d z}{z \sin \pi z} \int_{0}^{\infty} d x h^{\prime}(x) e^{-x z} . \tag{11}
\end{align*}
$$

Thus, for example, the recent discussion of the form factor for a Fermi distribution,

$$
\begin{equation*}
F(z)=(4 \pi / q) \rho_{o} \operatorname{Im} I, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
I=-i \frac{d}{d q} \int_{0}^{\infty} e^{i q r} \frac{d r}{1+e^{(r-c) / \beta}} \tag{13}
\end{equation*}
$$

[ $\rho_{o}$ is the normalization $(F(0)=A), c$ is the nuclear shape radius parameter, and $\beta$ the diffuseness parameter] given by Amado, Dedonder, and Lenz ${ }^{5}$ is now simplified considerably through the introduction of the Mellin transform (10). One has

$$
\begin{align*}
I & =\beta \frac{d}{d q}\left[q \int_{0}^{\infty} d r e^{i q} \ln \left(e^{-(r-c) / \beta}+1\right)\right] \\
& =\beta \frac{d}{d q}\left(\frac{q}{2 \pi i} \int_{\zeta-i \infty}^{5+i \infty} \frac{d z \pi}{z \sin \pi z} \int_{0}^{\infty} d r e^{i q r-z \mid r-c) / \beta}\right) \\
& =\frac{\beta^{2}}{2 i} \frac{d}{d q}\left(q \int_{\zeta-i \infty}^{5+i \infty} d z \frac{e^{z c / \beta}}{z \sin \pi z(z-i q \beta)}\right), \tag{14}
\end{align*}
$$

( $0<\zeta<1$ ).
Closing the contour in the left half-plane, one obtains I as the sum of contributions from the poles at $z=i q \beta$ and $z=0$, $-1, \cdots$. Since $F(q)$ receives no contribution from the pole at $z=0$, it is easy to see that $F(q)$ can be represented by the contribution from the pole $z=i q \beta$ alone,

$$
\begin{equation*}
F(q)=\left(8 \pi^{2} \rho_{o} / q\right) \beta e^{-\pi \beta q}(\pi \beta \sin q c-c \cos q c) \tag{15}
\end{equation*}
$$

as long as $q$ is in the region $1 / \pi \beta<q<c / \pi \beta^{2}$.

## CALCULATION OF THE PROFILE FUNCTION FOR A FERMI DISTRIBUTION

It was recently noted ${ }^{5}$ that a description of the nuclear shape in terms of the Fermi distribution function is a valuable tool in elucidating various characteristic features of ha-dron-nucleus elastic scattering at high energy. The profile function $t(b)$ in the eikonal amplitude, ${ }^{6}$

$$
\begin{equation*}
f(q)=i k \int_{0}^{\infty} J_{0}(q b)\left(1-e^{-\gamma t(b)}\right) b d b \tag{16}
\end{equation*}
$$

given by

$$
\begin{equation*}
t(b)=\int_{-\infty}^{\infty} \rho\left(\left(z^{2}+b^{2}\right)^{1 / 2}\right) d z \tag{17}
\end{equation*}
$$

plays a central role in that discussion. As a final illustration of the approach to integrals over the Fermi distribution function detailed above a useful expression for $t(b)$ is presented in this case.

$$
\begin{align*}
t(b) & =2 \rho_{0} \int_{b}^{\infty} d r \frac{r}{\left(r^{2}-b^{2}\right)^{1 / 2}} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{d s}{2 \pi i} \pi \frac{e^{-s r / \beta}}{\sin \pi s} e^{s c / \beta} \\
& =-i \rho_{0} b \int_{\sigma-i \infty}^{\sigma+i \infty} d s \frac{e^{s c / \beta}}{\sin \pi s} K_{1}\left(\frac{s b}{\beta}\right), \quad(0<\sigma<1) \tag{18}
\end{align*}
$$

since

$$
\begin{equation*}
K_{1}(z)=\int_{1}^{\infty} e^{-z t} \frac{t d t}{\left(t^{2}-1\right)^{1 / 2}} \tag{19}
\end{equation*}
$$

Evaluating $t(b)$ at the nuclear radius ( $b \rightarrow c_{+}$) for example, one finds ${ }^{5}$ the asymptotic expression in powers of the small parameter $\tau=\beta / c$,

$$
\begin{align*}
t(c)= & -i \rho_{0} c \int_{\sigma-i_{\infty}}^{\sigma+i \infty} d s \frac{e^{s c / \beta}}{\sin \pi s}\left(\frac{\pi \beta}{2 s c}\right)^{1 / 2} \\
& \times\left[1+3 \beta /(8 s c)-15 \beta^{2} /\left(128 s^{2} c^{2}\right)+\cdots\right] e^{-s c / \beta} \\
= & \rho_{0}(2 \pi \beta c)^{\frac{1}{2}}\left[(1-\sqrt{ } 2) \zeta\left(\frac{1}{2}\right)+\frac{3}{8}(1-1 / \sqrt{ } 2) \zeta\left(\frac{3}{2}\right) \tau\right. \\
& \left.-\frac{15}{128}(1-1 / 2 \sqrt{ } 2) \zeta\left(\frac{5}{2}\right) \tau^{2}+\cdots\right], \tag{20}
\end{align*}
$$

after closing the contour in the right half-plane. On the other hand, for small impact parameters at, say $b=0$, one finds, using the result

$$
\begin{equation*}
K_{1}(z) \sim 1 / z \quad(z \rightarrow 0) \tag{21}
\end{equation*}
$$

and closing the contour in the left half-plane,
$t(0) \simeq-i \rho_{0} \beta \int_{\sigma-i_{\infty}}^{\sigma+i \infty} d s \frac{e^{s c / \beta}}{s \sin \pi s} \simeq 2 \rho_{0}\left(c+\beta e^{-c / \beta}\right)$,
where only the contributions from the poles at $s=0,-1$ have been retained; in this region one finds that the profile function becomes proportional to the nuclear radius. ${ }^{5}$
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Let $\left\{W_{K}\right\}$ be a projective system of state operators defined on the finite tensor products of some family $\left\{\mathscr{H}_{t}\right\}$ of Hilbert spaces. We prove that all projective limits of $\left\{W_{K}\right\}$ on the complete tensor product $\otimes_{t \in T} \mathscr{H}_{t}$ can be generated from every single projective limit by certain operations. In addition, we provide a necessary and sufficient condition for $\left\{W_{K}\right\}$ to have projective limits on incomplete tensor products of the $\mathscr{H}_{t}$ 's.
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## 1. INTRODUCTION

In a preceding paper, ${ }^{1}$ we established necessary and sufficient conditions for a projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ of state operators to have a projective limit on the complete tensor product $\otimes_{t \in T} \mathscr{H}_{t}$. In particular, we showed that, in contrast to projective systems of probability measures, ${ }^{2}$ a projective system of state operators may have none or many projective limits. Therefore, the purpose of the present paper is to clarify the structure of the set of all projective limits belonging to a given projective system of state operators.

In Sec. 2, we recapitulate the basic notions of Ref. 1 and compile the required facts about infinite tensor products of Hilbert spaces. In Sec. 3 we investigate the structure of the set $£$ of all projective limits of a projective system. In its first part, a Choquet-type theorem is established for $\mathbb{Q}$ and it is proven that $\mathcal{Q}$ is the norm closed convex hull of its strongly exposed points. In the second part of Sec .3 it is shown that $\mathcal{E}$ can be obtained from any element $W \in \mathfrak{Z}$ by the relation

$$
\mathfrak{e}=\mathfrak{u}^{-1}(\mathfrak{u} W),
$$

where $u$ belongs to a class of explicitly given mappings from the set of all state operators on $\otimes_{t \in T} \mathscr{H}$, into itself. In Sec. 4 we consider special projective limits which live on incomplete tensor products, and we give a necessary and sufficient condition for such projective limits to exist. It turns out that this kind of projective limit is unique if it exists.

## 2. MATHEMATICAL PRELIMINARIES

Throughout this paper, "Hilbert space" means "complex Hilbert space of dimension $\geqslant 1$." If $\mathscr{K}$ is a Hilbert space, $\mathscr{B}(\mathscr{K})$ denotes the Banach space of all bounded linear operators on $\mathscr{K}$ equipped with the operator norm $\|\cdot\|$, and $\mathscr{T}(\mathscr{K})$ denotes the Banach space of all trace class operators equipped with the trace norm $\|\cdot\|_{1}$. A state operator (STO) on $\mathscr{K}$ is an element of $\mathscr{S}(\mathscr{K}):=\{X \in \mathscr{T}(K): X \geqslant 0, \operatorname{tr}(X)=1\}$. "Projection" will always mean "orthogonal projection." For $0 \neq \varphi \in \mathscr{K}, P(\varphi)$ denotes the projection onto span $\{\varphi\}$. The range of a mapping $f$ is denoted by rng $f .^{3}$

In the sequel we consider an arbitrary nonempty collection $\left\{\mathscr{H}_{t}: t \in T\right\}$ of Hilbert spaces which we keep fixed for the rest of this paper. By $\mathscr{F}(T)$ we denote the directed set of all finite nonempty subsets of $T$ directed by inclusion. To every $\emptyset \neq M \subseteq T$ we associate the complete tensor product $\mathscr{H}^{M}:=\otimes_{t \in M} \mathscr{H}_{t} ;{ }^{4}$ for $\mathscr{H}^{T}$ we write $\widehat{\mathscr{H}}$. The unit operator on $\mathscr{H}^{M}$ is denoted by $1_{M}$. An element $\alpha=\otimes_{\imath \in T} \alpha_{t}$ in $\hat{\mathscr{H}}$
with $\left\|\alpha_{t}\right\|=1(\forall t \in T)$ is called a product unit vector (PUV). Two PUV's $\alpha, \beta$ are called equivalent (written $\alpha \sim \beta$ ), if $\Sigma_{t \in T}\left|1-\left\langle\alpha_{t}, \beta_{t}\right\rangle\right|<\infty$. The set of all $(\sim)$-equivalence classes $\mathbf{a}, \mathbf{b}, \cdots$ is denoted by $\Gamma$. The PUV's in $\mathbf{a} \in \Gamma$ span a closed subspace $\widehat{\mathscr{H}}_{\mathrm{a}}$ of $\widehat{\mathscr{H}}^{\rho}$ which is called the incomplete tensor product (ICT) of the $\mathscr{H}_{\text {' }}$ 's with respect to $\mathbf{a}$. If $\alpha=\otimes_{t} \alpha_{t}$ is a PUV in a, then the set of all PUV's $\otimes_{t} \beta$, such that $\alpha_{t}=\beta_{t}$ for all but a finite number of $t \in T$ is total in $\hat{\mathscr{H}}_{\mathrm{a}}$; in this sense, $\hat{\mathscr{H}}_{\mathrm{a}}$ is generated by any PUV in a. If we want to refer to a particular generating PUV in a, say $\alpha$, we also write $\hat{\mathscr{H}}[\alpha]$ for $\hat{\mathscr{H}}_{\mathrm{a}}$. The complete tensor product is the direct sum of all ICT's, $\widehat{\mathscr{H}}=\oplus_{\mathrm{a} \in \Gamma} \widehat{\mathscr{H}}_{\mathrm{a}} \cdot Q_{\mathrm{a}}$ denotes the projection from $\hat{\mathscr{H}}$ onto $\widehat{\mathscr{H}}_{\mathrm{a}}$. If $\left\{\epsilon_{t}: t \in D\right\}, D \underset{\neq}{\subset} T$, is a collection of unit vectors $\epsilon_{t} \in \mathscr{H}_{t}$, then we abbreviate $\otimes_{t \in T} \epsilon_{t}$ by $\epsilon[D]$.

Let $\mathscr{2}$ be the set of all families $\left\{z_{t}: t \in T\right\}$ of complex numbers of modulus one. If $\alpha=\otimes_{t} \alpha_{t}$ is a PUV in $\widehat{\mathscr{H}}$ and $\tilde{z}=\left\{z_{t}\right\} \in \mathscr{Z}$, then $z_{z} \alpha:=\otimes_{T_{\in D}}\left(z_{t} \alpha_{t}\right)$ is again a PUV in $\hat{\mathscr{H}}$. $z \alpha$ is equivalent to $\alpha$ if and only if $\prod_{t \in T} z_{t}$ converges (i.e., $\Sigma_{i}\left|\arg z_{t}\right|$ converges). Two PUV's $\alpha, \beta$ are called weakly equivalent (written $\div$ ), if there is a $y \in \mathscr{I}$ with $\alpha \sim{ }_{z} \beta$. The equivalence relation " $\div$ " is compatible with and weaker than the relation " $\sim$." So it induces an equivalence relation in $\Gamma$ by

$$
\mathbf{a} \div \mathbf{b}: \Leftrightarrow(\exists \alpha \in \mathbf{a}, \quad \beta \in \mathbf{b}) \quad \alpha \sim \beta
$$

for which we use the same symbol. The closed subspace spanned by the set of PUV's which are weakly equivalent to a PUV $\beta \in \mathbf{b}$ is called the weak incomplete tensor product
(WICT) of the $\mathscr{H}_{i}$ 's with respect to $\mathbf{b}$ and is denoted by $\hat{\mathscr{H}}_{\text {wb }}$ or $\widehat{\mathscr{H}}_{w}[\beta]$,

$$
\begin{equation*}
\hat{\mathscr{H}}_{w \mathbf{b}}=\underset{\mathbf{a} \div \mathbf{b}}{\oplus} \hat{\mathscr{H}}_{\mathbf{a}} \tag{2.1}
\end{equation*}
$$

To every $z_{z} \in \mathscr{F}$ there is a unique unitary operator $U(\tilde{z})$ on $\hat{\mathscr{H}}$ such that $U(z) \alpha=z_{z} \alpha$ and

$$
U(\tilde{z})(\hat{\mathscr{H}}[\alpha])=\hat{\mathscr{H}}[\tilde{z} \alpha]
$$

for all PUV's $\alpha \in \hat{\mathscr{H}}$. Hence every $U(\tilde{f})$ leaves all WICT's invariant. To every $\mathbf{b} \div \mathbf{a}$ there is a $\mathfrak{z}_{\tilde{z}} \in \mathscr{Z}$ such that $U_{(z)}$ $\left(\hat{\mathscr{H}}_{\mathrm{a}}\right)=\hat{\mathscr{H}}_{\mathrm{b}}$. For $\varphi \in \hat{\mathscr{H}}, E[\varphi]$ denotes the projection onto $\overline{\operatorname{span}}\{U(z) \varphi: z \in \mathscr{Z}\}$. A cylinder operator is an element in $\mathscr{B}(\hat{\mathscr{H}})$ of the form $Y \otimes \mathbf{1}_{T \lambda K}$ with $Y \in \mathscr{B}\left(\mathscr{H}^{K}\right)$ and $K \in \mathscr{F}(T)$. Lemma $2.1^{5}$ : (i) If $\xi \in \hat{\mathscr{H}}_{\mathbf{b}}$ for some $\mathbf{b} \in \Gamma$, then $E[\xi]$ commutes with all $U(\xi)$ and $Q_{\mathrm{a}}, E[\xi] Q_{\mathrm{b}}=P(\xi)$, and $E[\xi] Q_{\mathrm{c}}=$ for all $\mathbf{c} \in \Gamma$ which are not weakly equivalent to $\mathbf{b}$.
(ii) Every cylinder operator commutes with all $U_{(z)}$ and $Q_{\mathrm{a}}$.

For $\emptyset \neq A \subseteq B \subseteq T, \Theta(A, B)$ denotes the partial trace from $\mathscr{T}\left(\mathscr{H}^{B}\right)$ to $\mathscr{T}\left(\mathscr{H}^{A}\right)$; for $\Theta(A, T)$ we write $\Theta_{A}{ }^{1}$ A family $\left\{W_{K}\right.$ : $K \in \mathscr{F}(T)$ ) of STO's $W_{K} \in \mathscr{T}\left(\mathscr{H}^{K}\right)$ is called a projective system, if $W_{K}=\Theta(K, H) W_{H}$ for all $K, H \in \mathscr{F}(T)$ with $K \subseteq H$. A STO $V \in \mathscr{T}(\hat{\mathscr{H}})$ is called a projective limit of the projective system $\left\{W_{K}\right\}$, if $W_{K}=\Theta_{K} V$ for all $K \in \mathscr{F}(T)$. The set of all projective limits of the projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ is denoted by $\mathfrak{L}\left(\left\{\boldsymbol{W}_{\boldsymbol{K}}\right\}\right)$.

## 3. THE STRUCTURE OF $\mathfrak{E}\left(\left\{W_{K}\right\}\right)$

If $T$ is finite, then our problem is trivial: Every projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ of STO's with finite $T$ has exactly one projective limit, namely $W_{T}$. We therefore assume in the rest of this paper that $T$ is infinite. Since the projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ is kept fixed throughout the paper, we will write $\mathfrak{E}$ for $\mathfrak{E}\left(\left\{W_{K}\right\}\right)$ and $\mathscr{F}$ for $\mathscr{F}(T)$.

Lemma 3.1: As a subset of the Banach space $\mathscr{T}(\hat{\mathscr{H}}), \mathfrak{E}$ is bounded, closed and convex.

Proof: Boundedness of $\mathfrak{R}$ is obvious and convexity follows from the linearity of the trace and the partial trace. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence in $\mathfrak{L}$ and $Y \in \mathscr{T}(\hat{\mathscr{H}})$ such that $\left\|X_{i}-Y\right\|_{1} \rightarrow 0$. By Theorem A. 3 of Ref. 1 we have

$$
\left\|W_{K}-\Theta_{K} Y\right\|_{1}=\left\|\Theta_{K}\left(X_{i}-Y\right)\right\|_{1} \leqslant\left\|X_{i}-Y\right\|_{1},
$$

which implies that $W_{K}=\Theta_{K} Y$ for all $K \in \mathscr{F}$. Hence $Y \in \mathfrak{l}$ and $\mathbf{L}$ is closed.

The following propositions show that $£$ is generated by its extremal points.

Definition: Let $X$ be a (real or complex) Banach space and $B$ a bounded subset of $X . x \in B$ is called a strongly exposed point of $B$ if there exists a functional $f \in X^{*}$ with $\|f\|=1$ such that $f(x)>f(y)$ for all $y \in B, y \neq x$ and such that $\left\|y_{n}-x\right\| \rightarrow 0$ for every sequence $\left(y_{n}\right)$ in $B$ with $f\left(y_{n}\right) \rightarrow f(x)$.

Proposition 3.2: $\mathfrak{L}$ is the $\|\cdot\|_{1}$-closed convex hull of its strongly exposed points.

Proof: We show in the Appendix that $\mathscr{T}(\widehat{\mathscr{H}})$ has the "Radon-Nikodym property." So the proposition follows from Lemma 3.1 and from a theorem of Phelps. ${ }^{6,7}$

Since every strongly exposed point is extremal, Proposition 3.2 implies the Krein-Milman type assertion that $\mathfrak{Q}$ is the closed convex hull of its extremal points. With regard to the extremal points of $\mathfrak{Q}$, there even holds a Choquet type theorem. For $C$ a convex set, ex $C$ denotes the set of all extremal points of $C$.

Proposition 3.3: For every $W \in \mathfrak{Q}$ there is a complete Borel probability measure $\mu$ on $\mathfrak{Q}$ such that

$$
W=\text { Bochner }-\int_{\varepsilon} x d \mu(x)
$$

and $\mu(\mathrm{ex})=1$.
Proof: Let $C(\Gamma)$ denote the set of all countable subsets of $\Gamma$. For $A \in C(\Gamma)$ we define

$$
\begin{aligned}
\hat{\mathscr{H}}_{A} & =\underset{\mathbf{a} \in A}{ } \hat{\mathscr{H}}_{\mathrm{a}} \\
\mathscr{S}_{A}: & =\left\{W \in \mathscr{P}(\hat{\mathscr{H}}): \mathrm{rng} W \subseteq \hat{\mathscr{H}}_{A}\right\},
\end{aligned}
$$

and

$$
\mathfrak{L}_{A}:=\mathscr{L}^{\cap} \mathscr{S}_{A} .
$$

$\widehat{\mathscr{H}}_{A}$ is a separable closed subspace of $\hat{\mathscr{H}}$ and $\mathfrak{Q}_{A}$ is a separable subset of the Banach space $\mathscr{T}(\hat{\mathscr{R}})$. Since $\mathfrak{R}$ and $\mathscr{S}_{A}$ are both bounded, closed and convex, $\mathfrak{R}_{A}$ is also bounded, closed and convex. And since $\mathscr{T}(\hat{\mathscr{H}})$ has the "Radon-Nikodym property," it follows from a theorem of Edgar that, to every $V \in \mathbb{R}_{A}$, there is a probability measure $\mu$ on the universally measurable subsets of $\mathfrak{Q}_{A}$ such that $V=\int x d \mu(x)$ as a Bochner integral and $\mu\left(\operatorname{ex\& }_{A}\right)=1 .{ }^{7,8}$ Now ex $\mathbb{Q}_{A}$ $=\mathfrak{L}_{A} \cap \operatorname{ex} \mathfrak{\mathscr { L }}$ since $\mathfrak{Q}_{\boldsymbol{A}}$ is a face of $\mathfrak{Q}$ (i.e., from $W=p V_{1}+(1-p) V_{2}, 0<p<1$ and $W \in \mathfrak{R}_{A}, V_{i} \in \mathfrak{I}$ it follows that $V_{i} \in \boldsymbol{\Omega}_{A}$ for $\left.i=1,2\right)$. Hence the trivial continuation of $\mu$ from $\mathfrak{R}_{A}$ to $\mathbb{E}$ yields the assertion for every $W \in \mathfrak{R}_{A}$. Thus the theorem is proven since $\mathfrak{E}=U\left\{\mathfrak{R}_{A}: A \in C(\Gamma)\right\}$.

Unfortunately, these propositions give little information about the concrete structure of $\mathfrak{Q}$ since we failed to specify all extremal or strongly exposed points of $\&$. Therefore, we will try a new approach to gain insight into the structure of $\mathscr{R}$. To this end we consider operations which generate new elements of $\mathfrak{E}$ from given ones.

Lemma 3.4: Let $\left\{R_{i}: i \in I\right\}$ be a family of mutually orthogonal projections on $\hat{\mathscr{H}}$ such that $\Sigma_{i \in I} R_{i}=\mathbb{1}_{T}$ and that every $Q_{\mathrm{a}}$ is smaller than or equal to some $R_{i}$. Then, for every $V \in \mathscr{S}(\hat{\mathscr{H}}),{ }^{9}$

$$
V \in \mathfrak{Q} \Longleftrightarrow\left(\sum_{i \in I} R_{i} V R_{i}\right) \in \mathfrak{R} .
$$

Proof: Let $V \in \mathscr{S}(\hat{\mathscr{H}})$. By Lemma $2.1(\mathrm{ii})$, every $R_{i}$ commutes with all cylinder operators, and so we get

$$
\begin{aligned}
\operatorname{tr}[V & \left.\left(Y \otimes \mathbb{1}_{T \backslash K}\right)\right] \\
& =\operatorname{tr}\left[\left(\sum_{i \in I} R_{i}\right) V\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right] \\
& =\sum_{i \in I} \operatorname{tr}\left[R_{i} V\left(Y \otimes \mathbf{1}_{T \backslash K}\right) R_{i}\right] \\
& =\sum_{i \in I} \operatorname{tr}\left[R_{i} V R_{i}\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right] \\
& =\operatorname{tr}\left[\left(\sum_{i \in I} R_{i} V R_{i}\right)\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right]
\end{aligned}
$$

for all $K \in \mathscr{F}$ and $Y \in \mathscr{B}\left(\mathscr{H}^{K}\right)$. Hence

$$
\Theta_{K} V=\Theta_{K}\left(\sum_{i \in I} R_{i} V R_{i}\right)
$$

for all $K \in \mathscr{F}$ which yields the assertion.
The prescription

$$
\begin{equation*}
X \mapsto \mathrm{q} X:=\sum_{\mathbf{a} \in \Gamma} Q_{\mathbf{a}} X Q_{\mathbf{a}} \tag{3.1}
\end{equation*}
$$

uniquely defines a mapping $q$ from $\mathscr{S}(\hat{\mathscr{H}})$ into itself, and Lemma 3.4 implies that

$$
\begin{equation*}
W \in \mathfrak{Q} \Longleftrightarrow \mathfrak{q} W \in \mathfrak{R} \tag{3.2}
\end{equation*}
$$

for all $W \in \mathscr{P}(\hat{\mathscr{H}})$.
Lemma 3.5: Let $W=\Sigma_{i \in I} c_{i} V_{i}$ be an arbitrary countable convex decomposition of a STO $W \in \mathscr{S}(\hat{\mathscr{H}})$ in $V_{i} \in \mathscr{S}(\hat{\mathscr{H}})$ and let $\left\{U_{i}: i \in I\right\}$ be a family of unitary operators on $\hat{\mathscr{H}}$ of type $U_{(\xi)}$. Then
$W \in \mathfrak{R} \Longleftrightarrow\left(\sum_{i \in I} c_{i} U_{i} V_{i} U_{i}^{*}\right) \in \mathfrak{R}$.
Proof: As a convex sum of STO's, $W_{0}$ : $=\Sigma_{i} c_{i} U_{i} V_{i} U_{i}^{*}$ is
also a STO. From Lemma 2.1(ii) we conclude that

$$
\begin{aligned}
& \operatorname{tr}\left[W_{0}\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right] \\
&=\sum_{i \in I} c_{i} \operatorname{tr}\left[U_{i} V_{i} U_{i}^{*}\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right] \\
&=\sum_{i \in I} c_{i} \operatorname{tr}\left[V_{i}\left(Y \otimes \mathbf{1}_{T \backslash K}\right)\right]=\operatorname{tr}\left[W\left(Y \otimes \mathbb{1}_{T \backslash K}\right)\right]
\end{aligned}
$$

for all $K \in \mathscr{F}, Y \in \mathscr{B}\left(\mathscr{H}^{K}\right)$ which proves the assertion.
Let $\sigma$ be a mapping from $\Gamma$ into itself such that $\sigma(\mathbf{a}) \div \mathbf{a}$ and $\mathbf{a} \div \mathbf{b} \Rightarrow \sigma(\mathbf{a})=\sigma(\mathbf{b})$, and let $\left\{U_{\mathbf{a}}: \mathbf{a} \in \Gamma\right\}$ be a family of unitary operators of type $U(z)$ such that $U_{\mathrm{a}}\left(\widehat{\mathscr{H}}_{\mathrm{a}}\right)=\widehat{\mathscr{H}}_{\sigma(\mathrm{a})}$ for all $\mathbf{a} \in \Gamma$. Then

$$
\begin{equation*}
\mathfrak{u}_{\sigma} W:=\sum_{\mathbf{a} \in \Gamma} U_{\mathrm{a}} Q_{\mathrm{a}} W Q_{\mathrm{a}} U_{\mathbf{a}}^{*} \tag{3.3}
\end{equation*}
$$

uniquely determines a mapping from $\mathscr{S}(\hat{\mathscr{O}})$ into itself, and we conclude from Lemmas 3.4 and 3.5 that
$W \boldsymbol{Z} \Longleftrightarrow \mathfrak{u}_{\sigma} W \in \mathbb{R}$
for all $W \in \mathscr{F}(\hat{\mathscr{H}})$ and all mappings $u_{\sigma}$ of type (3.3).
Lemmas 3.4 and 3.5 show how to construct new elements of $\mathfrak{E}$ from known ones. The following theorem even shows that all of $\mathcal{Q}$ can be obtained in this way from every single element.

Theorem 3.6: For all mappings $\mathfrak{u}_{\sigma}$ of type (3.3) and all $W \in \mathbb{R}$,

$$
\begin{equation*}
\mathfrak{\mathfrak { L }}=\mathfrak{u}_{\sigma}^{-1}\left(\mathbf{u}_{\sigma} W\right) \tag{3.5}
\end{equation*}
$$

The proof of this theorem is based on
Lemma 3.7: Let $M_{1}, M_{2}$ be two STO's in $\mathfrak{Q}$, each with a countable convex decomposition

$$
\begin{equation*}
M_{i}=\sum_{\mathbf{n} \in \mathcal{A}_{i}} c_{i \mathbf{a}} X_{i \mathbf{a}} \tag{3.6}
\end{equation*}
$$

in STO's $X_{i \mathrm{a}} \in \mathscr{P}(\hat{\mathscr{H}})$ such that $A_{i} \subseteq \Gamma$ and rng $X_{i \mathrm{a}} \subseteq \widehat{\mathscr{H}}_{a}$ for all $\mathbf{a} \in A_{i}$ and $i=1,2$. If $\mathbf{a} \div \mathbf{b}$ implies that $\mathbf{a}=\mathbf{b}$ for all $\mathrm{a}, \mathrm{b} \in A_{1} \cup A_{2}$, then $M_{1}=M_{2}$.

Proof: Assume that $\mathbf{a} \div \mathbf{b} \Rightarrow \mathbf{a}=\mathbf{b}$ for all $\mathbf{a}, \mathbf{b} \in A_{1} \cup A_{2}$ and consider an arbitrary element $\mathrm{b} \in A_{1} \cup A_{2}$. Let $\beta$ be any PUV in $\widehat{\mathscr{H}}_{\mathrm{b}}$ and $\varphi_{K}$ any unit vector in $\mathscr{H}^{K}, K \in \mathscr{F}$. Then we infer from $M_{1}, M_{2} \in \mathfrak{I}$ that

$$
\begin{align*}
& \operatorname{tr}\left[M_{1} P\left(\varphi_{K} \otimes \beta[H \backslash K]\right) \otimes 1_{T \backslash H}\right] \\
& \quad=\operatorname{tr}\left[M_{2} P\left(\varphi_{K} \otimes \beta[H \backslash K]\right) \otimes \mathbf{1}_{T \backslash H}\right] \tag{3.7}
\end{align*}
$$

for all $H \in \mathscr{F}$ with $K \subset H$. The net

$$
\left\{P\left(\varphi_{K} \otimes \beta[H \backslash K]\right) \otimes \mathbb{1}_{T \backslash H}: H \in \mathscr{F}\right\}
$$

of projections converges strongly to $E[\Phi]$ with $\Phi:=\varphi_{K} \otimes \beta[T \backslash K] .{ }^{10}$ Hence, since the trace is normal, (3.7) yields

$$
\begin{equation*}
\operatorname{tr}\left(M_{1} E[\Phi]\right)=\operatorname{tr}\left(M_{2} E[\Phi]\right) \tag{3.8}
\end{equation*}
$$

If $\mathbf{b} \in A_{k}, k \in\{0,1\}$, it follows from $\Phi \in \widehat{\mathscr{H}}_{\mathbf{b}}$, from Lemma 2.1(i) and from our assumptions that

$$
\begin{align*}
\operatorname{tr}\left(M_{k}\right. & E[\Phi]) \\
& =\sum_{\mathrm{a} \in \mathrm{~A}_{k}} c_{k \mathrm{a}} \operatorname{tr}\left(X_{k \mathrm{a}} E[\Phi]\right) \\
& =c_{k \mathrm{~b}} \operatorname{tr}\left(X_{\mathrm{kb}} E[\Phi]\right)=c_{k \mathrm{~b}} \operatorname{tr}\left(Q_{\mathrm{b}} X_{k \mathrm{~b}} E[\Phi]\right) \\
& =c_{k \mathrm{~b}} \operatorname{tr}\left(X_{k \mathrm{~b}} P(\Phi)\right)=c_{k \mathrm{~b}}\left\langle\Phi, X_{k \mathrm{~b}} \Phi\right\rangle \tag{3.9}
\end{align*}
$$

If $\mathrm{b} \notin \mathcal{A}_{k}$, it follows from the same reasons that

$$
\begin{equation*}
\operatorname{tr}\left(M_{k} E[\Phi]\right)=0 \tag{3.10}
\end{equation*}
$$

Hence we conclude from (3.8) to (3.10) that $c_{1 \mathrm{~b}}\left\langle\Phi, X_{1 \mathrm{~b}} \Phi\right\rangle$ $=c_{2 \mathrm{~b}}\left\langle\Phi, X_{2 \mathrm{~b}} \Phi\right\rangle$ for all $\mathrm{b} \in A_{1} \cap A_{2}$ and that $c_{k \mathrm{~b}}\left\langle\Phi, X_{k \mathrm{~b}} \Phi\right\rangle$ $=0$ for $b \in A_{k} \backslash\left(A_{1} \cap A_{2}\right)$. Since the set of all vectors of the form $\varphi_{K} \otimes \beta[T \backslash K]$ is dense in $\widehat{\mathscr{H}}_{\mathrm{b}}$, it follows that $c_{1 \mathrm{~b}} X_{1 \mathrm{~b}}$ $=c_{2 \mathrm{~b}} X_{2 \mathrm{~b}}$ for all $\mathrm{b} \in A_{1} \cap A_{2}$ and $c_{k \mathrm{~b}} X_{k \mathrm{~b}}=0$ for all $\mathrm{b} \in A_{k} \backslash\left(A_{1} \cap A_{2}\right)$ and $k=1,2$. Hence $M_{1}=M_{2}$.

Proof of Theorem 3.6: Let $X, Y$ be arbitrary elements of $\mathcal{E}$ and let $\mathfrak{u}_{\sigma}$ be an arbitrary mapping of type (3.3), with the associated family $\left\{U_{\mathrm{a}}: a \in \Gamma\right\}$ of unitary operators. Choose any diagonal representation

$$
\begin{equation*}
X=\sum_{v \in A} x_{v} P\left(\varphi_{v}\right), \quad Y=\sum_{\mu \in B} y_{\mu} P\left(\psi_{\mu}\right) \tag{3.11}
\end{equation*}
$$

of $X, Y$ [that means: $\left(\varphi_{\nu}\right)$ and $\left(\psi_{\mu}\right)$ are orthonormal sequences and $x_{v}, y_{\mu}>0$ for all $\left.v, \mu\right]$. Then the STO's $\mathfrak{u}_{\sigma} X, \mathfrak{u}_{\sigma} Y$ can be written in the form
$\mathfrak{H}_{\sigma} X=\sum_{v \in A} \sum_{\mathrm{e} \in \mathbb{E}_{v}} x_{v} c_{v e}^{2} P\left(U_{\mathrm{e}} \varphi_{v e}\right)=\sum_{\mathrm{a} \in S} g_{\mathrm{a}} X_{\mathrm{a}}$,
$\mathfrak{u}_{\sigma} Y=\sum_{\mu \in B} \sum_{e \in F_{\mu}} y_{v} d_{\mu \mathrm{e}}^{2} P\left(U_{\mathrm{e}} \psi_{\mu \mathrm{e}}\right)=\sum_{\mathrm{b} \in R} h_{\mathrm{b}} Y_{\mathrm{b}}$, where $E_{\nu}:=\left\{\mathbf{e} \in \Gamma: Q_{\mathrm{e}} \varphi_{\nu} \neq 0\right\}, \quad F_{\mu}:=\left\{\mathbf{e} \in \Gamma: Q_{\mathrm{e}} \psi_{\mu} \neq 0\right\}$,

$$
\begin{aligned}
& c_{v \mathrm{e}}:=\left\|Q_{\mathrm{e}} \varphi_{v}\right\|, \quad d_{\mu \mathrm{e}}:=\left\|Q_{\mathrm{e}} \psi_{\mu}\right\|, \\
& \varphi_{v \mathrm{e}}:=\left(c_{v \mathrm{e}}\right)^{-1} Q_{\mathrm{e}} \varphi_{v} \quad \text { for } \mathrm{e} \in E_{v}, \\
& \psi_{\mu \mathrm{e}}:=\left(d_{\mu \mathrm{e}}\right)^{-1} Q_{\mathrm{e}} \psi_{\mu} \quad \text { for } \mathrm{e} \in F_{\mu}, \\
& g_{\mathrm{a}}:=\operatorname{tr}\left(\sum_{v \in A} \sum_{\sigma(\mathrm{e})=\mathrm{a}} x_{v} c_{v \mathrm{e}}^{2} P\left(U_{\mathrm{e}} \varphi_{v \mathrm{e}}\right)\right), \\
& h_{\mathrm{b}}:=\operatorname{tr}\left(\sum_{\mu \in \mathrm{B}} \sum_{\sigma \mathrm{e})=\mathrm{b}} y_{\mu} d_{\mu \mathrm{e}}^{2} P\left(U_{\mathrm{e}} \psi_{\mu \mathrm{e}}\right)\right), \\
& S:=\left\{\mathbf{a} \in \Gamma: g_{\mathrm{a}} \neq 0\right\}, \quad R:=\left\{\mathrm{b} \in \Gamma: h_{\mathrm{b}} \neq 0\right\}, \\
& X_{\mathrm{a}}:=g_{\mathrm{a}}^{-1} \sum_{v \in A} \sum_{\sigma(\mathrm{e})=\mathrm{a}} x_{v} c_{v \mathrm{e}}^{2} P\left(U_{\mathrm{e}} \varphi_{v \mathrm{e}}\right),
\end{aligned}
$$

and

$$
Y_{\mathrm{b}}:=h_{\mathrm{b}}^{-1} \sum_{\mu \in B} \sum_{\sigma(\mathrm{e})=\mathrm{b}} y_{\mu} d_{\mu \mathrm{e}}^{2} P\left(U_{\mathrm{e}} \psi_{\mu \mathrm{e}}\right)
$$

Trivially, $\Sigma_{\mathrm{a} \in S} g_{\mathrm{a}}=1, \Sigma_{\mathrm{k} \in \mathrm{R}} h_{\mathrm{b}}=1$ and $X_{\mathrm{a}}, Y_{\mathrm{b}} \in \mathscr{P}(\hat{\mathscr{H}})$ with rng $X_{\mathrm{b}} \subseteq \hat{\mathscr{H}}_{\mathrm{a}}, \operatorname{rng} Y_{\mathrm{b}} \subseteq \mathscr{H}_{\mathrm{b}}$, for all $\mathrm{a} \in S, \mathrm{~b} \in R$. Moreover, $(\mathbf{S} \cup R) \subset$ rng $\sigma$ so that $\mathbf{a}, \mathbf{b} \in(S \cup R)$ and $\mathbf{a} \div \mathbf{b}$ imply that $\mathbf{a}=\mathbf{b}$. Hence we conclude from Lemma 3.7 that $\mathfrak{u}_{\sigma} X=\mathfrak{u}_{\sigma} Y$.

Corollary 3.8: For every $a \in \Gamma, \mathcal{L}$ contains at most one STO $X$ with rng $X \subseteq \hat{\mathscr{H}}_{\mathrm{a}}$.

Proof: If $\mathcal{L}$ contains elements $X, Y$ with rng $X \subseteq \hat{\mathscr{H}}_{\mathrm{a}}$, rng $Y \subseteq \widehat{\mathscr{H}}_{\mathbf{a}}$, for some $a \in \Gamma$, then we infer from Lemma 3.7 that $X=Y$.

Corollary 3.9: Suppose that $\&$ contains a STO $W$ with rng $W \subseteq \widehat{\mathscr{H}}_{w a}$, for some $a \in \Gamma$. Then
(i) $\operatorname{rng} X \subseteq \widehat{\mathscr{H}}_{\text {wa }}$ for all $X \in \mathfrak{R}$;
(ii) To every $\mathbf{b} \in \Gamma$ with $\mathbf{b} \div \mathbf{a}, \mathfrak{L}$ contains exactly one STO $W_{\mathrm{b}}$ with $\mathrm{rng} W_{\mathrm{b}} \subseteq \hat{\mathscr{H}}_{\mathrm{b}}$, and all these STO's are unitarily equivalent by some unitary operator of type $U(\mathfrak{z})$.

Proof: Assertion (i) follows immediately from (3.5) and the construction of the mappings $\mathfrak{u}_{\sigma}$. To prove (ii) we assume elements $\mathbf{b , c} \in \Gamma$ which are weakly equivalent to $\mathbf{a}$. Then there
exist mappings $\mathbf{u}_{\sigma}, \mathfrak{u}_{\mu}$ of type (3.3) such that $\sigma(\mathbf{x})=\mathbf{b}$, $\mu(\mathbf{x})=\mathbf{c}$ for all $\mathbf{x} \div \mathbf{a}$. Hence $W_{\mathrm{b}}:=\mathfrak{u}_{\sigma} W$ and $W_{\boldsymbol{c}}:=\mathfrak{u}_{\mu} W$ are contained in $\mathbb{E}$ with $\mathrm{rng} W_{\mathrm{b}} \subseteq \widehat{\mathscr{H}}_{\mathrm{b}}, \mathrm{rng} W_{\mathrm{c}} \subseteq \hat{\mathscr{H}}_{\mathrm{c}}$. By Corollary $3.8, W_{\mathrm{b}}$ and $W_{\mathrm{c}}$ are the only elements in $\mathcal{E}$ with ranges in $\hat{\mathscr{H}}_{\mathrm{b}}$ and $\widehat{\mathscr{H}}_{\mathrm{c}}$, respectively. According to (2.1) in$f r a$, there is a unitary operator $U_{1}$ of type $U(\xi)$ with $U_{1}\left(\hat{\mathscr{H}}_{\mathrm{b}}\right)=\widehat{\mathscr{H}}_{\mathrm{c}}$. Hence rng $\left(U_{1} W_{\mathrm{b}} U_{1}^{*}\right) \subseteq \widehat{\mathscr{H}}_{\mathbf{c}}$. By Lemma $3.5, U_{1} W_{\mathrm{b}} U_{1}^{*} \in \mathcal{R}$ and so we see from the above uniqueness argument that $U_{1} W_{\mathrm{b}} U_{1}^{*}=W_{\mathrm{c}}$.

Up to now, no statement concerning the cardinality of $\mathscr{E}$ has been made. In view of the following proposition, we recall the general assumption of this section, viz. that $T$ is infinite.

Proposition 3.10: If $\mathbb{Q} \neq \emptyset$, then $\mathbb{E}$ contains uncountably many mutually orthogonal STO's of the form $P(\psi)$ (called pure states).

Proof: By assumption, $\mathcal{L}$ contains an element $X$. As a STO, $X$ has a diagonal representation of the form (3.11). Hence $q X$ [cf. (3.1)] can be written as

$$
\begin{equation*}
\mathfrak{q} X=\sum_{v \in A} \sum_{e \in E_{v}} x_{v} c_{v e}^{2} P\left(\varphi_{v e}\right) \tag{13.13}
\end{equation*}
$$

with the symbols introduced in (3.12) infra. Going over to a single index in (3.13) we get a countable convex decomposition of $\mathfrak{q} X$ into pure states,

$$
\begin{equation*}
\mathrm{q} X=\sum_{i \in I} y_{i} P\left(\chi_{i}\right) \tag{3.13a}
\end{equation*}
$$

where every unit vector $\chi_{i}$ is contained in some ICT. Since $T$ is infinite, every WICT in $\widehat{\mathscr{H}}$ contains uncountably many ICT's. ${ }^{\text {I }}$ So we can choose, to every $i \in I$, uncountably many unitary operators $U_{i i}$ of type $U_{(\mathfrak{z})}$ such that the $U_{i l}$ 's all lie in different ICT's. Hence the unit vectors

$$
\Phi_{l}:=\sum_{i \in I} \sqrt{y_{i}} U_{i l} \chi_{i}
$$

are mutually orthogonal and

$$
\mathfrak{q} P\left(\Phi_{l}\right)=\sum_{i \in I} y_{i} U_{i l} P\left(\chi_{i}\right) U_{i l}^{*}
$$

From (3.13a) and Lemma 3.5 we conclude that $P\left(\Phi_{l}\right) \in \mathbb{E}$ for all $l$.

We close this section by exhibiting two classes of strongly exposed points of $\mathfrak{E}$.

Proposition 3.11: (i) Let $\mathscr{K}$ be a Hilbert space and $0 \neq \varphi \in \mathscr{K}$. The pure state $P(\varphi)$ is a strongly exposed point [in the Banach space $\mathscr{T}(\mathscr{K})$ ] of any subset of $\mathscr{S}(\mathscr{K})$ which contains $P(\varphi)$.
(ii) If $\mathcal{Q}$ contains an element $Y$ with rng $Y \subseteq \widehat{\mathscr{H}}_{\mathrm{b}}$ for some $b \in \Gamma$, then $Y$ is a strongly exposed point of $\mathscr{R}$.

Proof: (i) It is obviously sufficient to prove that $P(\varphi)$ is a strongly exposed point of $\mathscr{S}(\mathscr{K})$. The functional $f \in \mathscr{T}(\mathscr{K})^{*}$, defined by $f(X):=\langle\varphi, X \varphi\rangle$, exposes $P(\varphi)$ in $\mathscr{S}(\mathscr{K})$ since $\|f\|=1$ and $\langle\varphi, P(\varphi) \varphi\rangle=1\rangle\langle\varphi, X \varphi\rangle$ for all $X \in \mathscr{S}(\mathscr{K})$, $X \neq P(\varphi)$. Let $W$ be a STO in $\mathscr{S}(\mathscr{K})$ and

$$
W=\sum_{i \in I} w_{i} P\left(\alpha_{i}\right)
$$

a diagonal representation of $W$. Then

$$
\begin{aligned}
\| W & -P(\varphi) \|_{i}^{2} \\
& =\left\|\sum_{i} w_{i}\left(P\left(\alpha_{i}\right)-P(\varphi)\right)\right\|_{1}^{2} \\
& \leqslant \sum_{i} w_{i}\left\|P\left(\alpha_{i}\right)-P(\varphi)\right\|_{1}^{2} \\
& =4\left\{\sum_{i} w_{i}\left(1-\left|\left\langle\alpha_{i}, \varphi\right\rangle\right|^{2}\right)\right\}=4(1-\langle\varphi, W \varphi\rangle) \\
& =4[f(P(\varphi))-f(W)]
\end{aligned}
$$

where we used the equation $\|P(\alpha)-P(\beta)\|_{1}^{2}$ $=4\left(1-|\langle\alpha, \beta\rangle|^{2}\right)$ from the proof of Corollary A.4(f) in Ref. 1. So $P(\varphi)$ is a strongly exposed point of $\mathscr{S}(\mathscr{K})$.
(ii) If $\alpha$ is a unit vector in $\mathscr{K}$ and $R$ any projection in $\mathscr{B}(\mathscr{K})$, then one easily checks that

$$
\begin{equation*}
\left\|R P(\alpha) R^{1}+R^{1} P(\alpha) R\right\|_{1} \leqslant 2\left\|R^{1} \alpha\right\|=2\left\langle\alpha, R^{1} \alpha\right\rangle^{1 / 2} \tag{3.14}
\end{equation*}
$$

Now, let $Y \in \mathfrak{R}$ and $\mathrm{rng} Y \subseteq \widehat{\mathscr{H}}_{\mathrm{b}}$. Then we choose an injective mapping $\gamma: \Gamma \rightarrow \Gamma$ such that $\gamma(\mathbf{x})=\gamma(\mathbf{y}) \Longleftrightarrow \mathbf{x} \div \mathbf{y}, \gamma(\mathbf{x}) \div \mathbf{x}$, and $\gamma(\mathbf{a})=\mathbf{b}$ for all $\mathbf{a} \div \mathbf{b}$. Since $Q_{\mathbf{x}} Y Q_{\mathrm{x}}=0$ for all $\mathbf{x} \neq \mathbf{b}$, we find $\mathbf{u}_{\gamma} Y=Y$ and, by Theorem 3.4,

$$
\mathfrak{L}=\left\{W \in \mathscr{F}(\widehat{\mathscr{H}}): \mathbf{u}_{\gamma} W=Y\right\}
$$

Hence to every $W \in \mathfrak{I}$ belongs a subset $\left\{\mathbf{a}_{i} \in \Gamma: i \in \mathbf{N}\right\}$ of $\Gamma$ such that $\mathbf{a}_{1}=b$ and

$$
\begin{equation*}
Y=\sum_{i=1}^{\infty} U_{\mathbf{a}_{i}} Q_{\mathbf{a}_{i}} W Q_{\mathbf{a}_{i}} U_{\mathbf{a}_{i}}^{*}, \tag{3.15}
\end{equation*}
$$

where we can assume that $U_{\mathrm{a}_{1}}=\mathbf{1}_{T}$. Let $W \in \mathfrak{Q}$ and let

$$
W=\sum_{j \in J} w_{j} P\left(\varphi_{j}\right)
$$

be a diagonal representation of $W$. Then

$$
\begin{align*}
& \left\|W-Q_{\mathrm{b}} W Q_{\mathrm{b}}\right\|_{1} \leqslant\left\|Q_{\mathrm{b}}^{\perp} W Q_{\mathrm{b}}^{\perp}\right\|_{1}+\left\|Q_{\mathrm{b}} W Q_{\mathrm{b}}^{\perp}+Q_{\mathrm{b}}^{\perp} W Q_{\mathrm{b}}\right\|_{1},  \tag{3.16}\\
& \left\|Q_{\mathrm{b}}^{\perp} W Q_{\mathrm{b}}^{\perp}\right\|_{1}=\operatorname{tr}\left(Q_{\mathrm{b}}^{\perp} W\right)=1-\operatorname{tr}\left(Q_{\mathrm{b}} W\right),  \tag{3.17}\\
& \left\|Q_{\mathrm{b}} W Q_{\mathrm{b}}^{\perp}+Q_{\mathrm{b}}^{\perp} W Q_{\mathrm{b}}\right\|_{1} \\
& \quad \leqslant \sum_{j \in J} w_{j}\left\|Q_{\mathrm{b}} P\left(\varphi_{j}\right) Q_{\mathrm{b}}^{\perp}+Q_{\mathrm{b}}^{\perp} P\left(\varphi_{j}\right) Q_{\mathrm{b}}\right\|_{1} . \tag{3.18}
\end{align*}
$$

Equations (3.14) and (3.18) yield

$$
\begin{align*}
& \left\|Q_{\mathrm{b}} W Q_{\mathrm{b}}^{\perp}+Q_{\mathrm{b}}^{\perp} W Q_{\mathrm{b}}\right\|_{1} \leqslant 2 \sum_{j \in J} w_{j}\left\langle\varphi_{j}, Q_{\mathrm{b}}^{\perp} \varphi_{j}\right\rangle^{1 / 2} \\
& \leqslant 2\left(\sum_{j \in J} w_{j}\left(\varphi_{j}, Q_{\mathrm{b}}^{\perp} \varphi_{j}\right)\right)^{1 / 2}=2\left[1-\operatorname{tr}\left(Q_{\mathrm{b}} W\right)\right]^{1 / 2} \tag{3.19}
\end{align*}
$$

Combining (3.16), (3.17), and (3.19) we get

$$
\begin{equation*}
\left\|W-Q_{\mathrm{b}} W Q_{\mathrm{b}}\right\|_{1} \leqslant 3\left[1-\operatorname{tr}\left(Q_{\mathrm{b}} W\right)\right]^{1 / 2} \tag{3.20}
\end{equation*}
$$

From (3.15), (3.20) and from

$$
\begin{aligned}
& \left\|\sum_{i=2}^{\infty} U_{\mathbf{a}_{i}} Q_{\mathbf{a}_{i}} W Q_{\mathbf{a}_{i}} U_{\mathbf{a}_{i}}^{*}\right\| \|_{1} \\
& \quad \leqslant \sum_{i=2}^{\infty}\left\|Q_{\mathbf{a}_{i}} W Q_{\mathbf{a}_{i}}\right\|_{1} \\
& \quad=\sum_{i=2}^{\infty} \operatorname{tr}\left(Q_{\mathbf{a}_{i}} W\right)=1-\operatorname{tr}\left(Q_{\mathbf{b}} W\right)
\end{aligned}
$$

- we finally arrive at

$$
\begin{equation*}
\|Y-W\|_{i}^{2} \leqslant 16\left[1-\operatorname{tr}\left(Q_{\mathbf{b}} W\right)\right] \tag{3.21}
\end{equation*}
$$

for all $W \in \mathfrak{Q}$. So, if $\left(V_{n}\right)_{n \in \mathbb{N}}$ is any sequence in $\mathcal{L}$ with $\operatorname{tr}\left(Q_{b} V_{n}\right)$ $\rightarrow \operatorname{tr}\left(Q_{\mathrm{b}} Y\right)=1$, then we see from (3.21) that $\left\|V_{n}-Y\right\|_{1} \rightarrow 0$. Moreover, the functional $X \mapsto \operatorname{tr}\left(Q_{\mathrm{b}} X\right)$ in $\mathscr{T}(\hat{\mathscr{H}})^{*}$ exposes $Y$ in $\mathfrak{L}$ because Corollary 3.8 and $Y \leqslant Q_{\mathrm{b}}$ imply that $\operatorname{tr}\left(Q_{\mathrm{b}} W\right)$ $<\operatorname{tr}\left(Q_{\mathrm{b}} Y\right)=1$ for all $W \in \mathbb{Q}, W \neq Y$. So $Y$ is strongly exposed in $\mathcal{E}$.

## 4. PROJECTIVE LIMITS ON INCOMPLETE TENSOR PRODUCTS

The ambiguity of the projective limit of a projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ of STO's is due to the special construction of the (so called) complete tensor product $\hat{\mathscr{H}}=\otimes_{t \in T} \mathscr{H}$, which, in some respect, is "too big." To avoid this ambiguity, one can think of allowing only those projective limits whose ranges are contained in ICT's which are the smallest subspaces of $\widehat{\mathscr{H}}$ that can reasonably be regarded as tensor products on their own. As guaranteed by Corollary 3.8, these particular projective limits are unique if they exist at all.

Theorem 4.1: The projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ has a projective limit with its range contained in $\widehat{\mathscr{H}}[\alpha]$ if and only if the operator net

$$
\left(W_{K} \otimes P(\alpha[T \backslash K])\right)_{K}
$$

converges weakly to a STO, say $V$, on $\widehat{\mathscr{H}}$. In this case, rng $V \subseteq \widehat{\mathscr{H}}[\alpha]$ and $V$ is the unique projective limit with this property.

Proof: (I) Assume that $\left(W_{K} \otimes P(\alpha[T \backslash K])\right)_{K}$ converges weakly to $V \in \mathscr{S}(\widehat{\mathscr{H}})$. Then ${ }^{12}$

$$
\begin{equation*}
\lim _{K}\left\|W_{K} \otimes P(\alpha[T \backslash K])-V\right\|_{1}=0 \tag{4.1}
\end{equation*}
$$

Since $Q_{b}\left(W_{K} \otimes P(\alpha[T \backslash K])\right)=0$ for all $\mathbf{b} \neq[\alpha]$,

$$
\begin{equation*}
\mathrm{rng} V \subseteq \hat{\mathscr{H}}[\alpha] \tag{4.2}
\end{equation*}
$$

If $V=\Sigma_{i \in I} v_{i} P\left(\psi_{i}\right)$ is a diagonal representation of $V$, then to every $i \in I$ there is a net $\left(\varphi_{i K}\right)_{K}$ of unit vectors $\varphi_{i K} \in \mathscr{H}^{\kappa}$ such that

$$
\lim _{K}\left\|\psi_{i}-\varphi_{i K} \otimes \alpha[T \backslash K]\right\|=0 .
$$

Hence

$$
\begin{equation*}
\lim _{H}\left\{\sup _{\substack{K \in, \zeta \\ K \supset H}}\left\|\varphi_{i K}-\varphi_{i H} \otimes \alpha[K \backslash H]\right\|\right\}=0 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{K}| | V-\left.\sum_{i \in J} v_{i} P\left(\varphi_{i K} \otimes \alpha[T \backslash K]\right)\right|_{1}=0 . \tag{4.4}
\end{equation*}
$$

From (4.1), (4.4), and from

$$
\begin{aligned}
& \| W_{K}-\sum_{i \in I} v_{i} P\left(\varphi_{i K}\right) \|_{1} \\
&=\left\|\left\{W_{K}-\sum_{i \in I} v_{i} P\left(\varphi_{i K}\right)\right\} \otimes P(\alpha[T \backslash K])\right\|_{1} \\
& \leqslant\left\|W_{K} \otimes P(\alpha[T \backslash K])-V\right\|_{1} \\
& \quad+\left\|V-\sum_{i \in I} v_{i} P\left(\varphi_{i K} \otimes \alpha[T \backslash K]\right)\right\|_{1}
\end{aligned}
$$

we get

$$
\begin{equation*}
\lim _{K}| | W_{K}-\left.\sum_{i \in I} v_{i} P\left(\varphi_{i K}\right)\right|_{1}=0 . \tag{4.5}
\end{equation*}
$$

Finally, we conclude from (4.3), (4.5) and Theorem 2.1 of Ref. 1 that $V \in \mathfrak{L}$, and we conclude from (4.2) and Corollary 3.6 that $V$ is the only element in $\mathcal{E}$ with rng $V \subseteq \hat{\mathscr{K}}[\alpha]$.
(II) Assume that $V \in \mathbb{Q}$, rng $V \subseteq \hat{\mathscr{H}}[\alpha]$ and let
$V=\Sigma_{i \in I} v_{i} P\left(\psi_{i}\right)$ be some diagonal representation of $V$. By specializing part (II) of the proof of Theorem 2.1 in Ref. 1 to this case, we see that, to every $i \in I$, there is a family $\left\{\varphi_{i K}: K \in \mathscr{F}\right\}$ of unit vectors $\varphi_{i K} \in \mathscr{H}^{K}$ such that

$$
\begin{equation*}
\lim _{K}\left\|\varphi_{i K} \otimes \alpha[T \backslash K]-\psi_{i}\right\|=0 \quad(\forall i \in I) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{K} \| W_{K}-\left.\sum_{i \in I} v_{i} P\left(\varphi_{i K}\right)\right|_{1}=0 \tag{4.7}
\end{equation*}
$$

With $\Phi_{i K}:=\varphi_{i K} \otimes \alpha[T \backslash K]$ we infer from (4.6), (4.7), and from a dominated convergence argument that

$$
\begin{equation*}
\left.\lim _{K}| | W_{K} \otimes P(\alpha[T \backslash K])-\right\}_{i \in I} v_{i} P\left(\Phi_{i K}\right)| |_{1}=0 \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{K}| | V-\left.\sum_{i \in I} v_{i} P\left(\Phi_{i K}\right)\right|_{1}=0 \tag{4.9}
\end{equation*}
$$

From (4.8), (4.9), and from

$$
\begin{aligned}
& \left\|W_{K} \otimes P(\alpha[T \backslash K])-V\right\|_{1} \\
& \leqslant \\
& \quad+\left\|W_{K} \otimes P(\alpha[T \backslash K])-\sum_{i \in I} v_{i} P\left(\Phi_{i K}\right)\right\|_{i \in I} v_{i} P\left(\Phi_{i K}\right)-V \|_{1}
\end{aligned}
$$

it follows that $\left(W_{K} \otimes P(\alpha[T \backslash K])\right)_{K}$ converges weakly to $V$.

Suppose now that only those projective limits are to be considered whose ranges are contained in ICT's. In this case, it seems to be more appropriate to deal from the outset with incomplete tensor products only, defined independently and not as subspaces of $\widehat{\mathscr{H}},{ }^{13}$ and to adapt the notion of the projective limit to the ICT as the proper tensor product of Hilbert spaces. If we want to refer to the ICT associated with the family $\left(\alpha_{\mathrm{t}}\right)_{\in T}$ of unit vectors $\alpha_{t} \in \mathscr{H}_{t}$ and defined independently of $\mathscr{H}$, then we use the notation $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$ instead of $\hat{\mathscr{H}}[\alpha]$. By $\operatorname{tr}_{[\alpha]}$ and $\operatorname{tr}_{K}$ we denote the trace functionals on $\mathscr{T}\left(\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)\right)$ and $\mathscr{T}\left(\mathscr{H}^{K}\right)$, respectively, and $Y_{\{\alpha \mid}$ denotes the cylinder operator on $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$ associated with $Y \in \mathscr{B}\left(\mathscr{H}^{K}\right)$.

Definition: Let $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ be a projective system of STO's $W_{K}$ on $\mathscr{H}^{K}$. A STO $V$ on $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$ is called an [ $\alpha]$-projective limit of $\left\{\boldsymbol{W}_{K}\right\}$, if

$$
\operatorname{tr}_{K}\left(W_{K} Y\right)=\operatorname{tr}_{|\alpha|}\left(V Y_{|\alpha|}\right)
$$

for all $Y \in \mathscr{B}\left(\mathscr{H}^{K}\right)$ and $K \in \mathscr{F}(T)$.
By identifying the product vectors in $\widehat{\mathscr{H}}$ and $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$ which are associated with the same family $\left(\beta_{i}\right)_{t \in T}$ of unit vectors, we get a canonical isomorphism between $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$ and $\mathscr{H}\left[\otimes_{t} \alpha_{t}\right]$. This isomorphism im-
plies that the projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ has an $[\alpha]-$ projective limit $V$ if and only if it has a projective limit $X$ on $\hat{\mathscr{H}}$ with rng $X \subseteq \hat{\mathscr{H}}[\alpha]$ and that, in this case, $V$ can be identified with $X \upharpoonright \mathscr{H}[\alpha]$. We therefore obtain the following necessary and sufficient condition for the existence of [ $\alpha$ ]-projective limits, a result which has been independently established by Bartoszewicz without resort to Theorem 2.1 of Ref. $1 .{ }^{14}$

Corollary 4.2: A projective system $\left\{W_{K}: K \in \mathscr{F}(T)\right\}$ has an $[\alpha]$-projective limit if and only if the net ( $W_{K}$ $\otimes P(\alpha[T \backslash K]))_{K}$ in $\mathscr{S}\left(\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)\right)$ converges weakly to a STO, say $V$, on $\otimes_{t \in T}\left(\mathscr{H}_{t}, \alpha_{t}\right)$. In this case, $V$ is the unique [ $\alpha$ ]-projective limit of $\left\{W_{K}\right\}$.
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## APPENDIX

In this appendix we show that $\mathscr{T}(\hat{\mathscr{H}})$ has the RadonNikodym property. For the standard notions of vector measure theory used below, the reader is referred to Ref. 7.

Definition: A (real or complex) Banach space $X$ has the Radon-Nikodym property (RNP) if, for every finite measure space $(\Omega, \mathscr{A}, \mu)$ and every $\mu$-continuous vector measure $G: \mathscr{A} \rightarrow X$ of bounded variation,

$$
G(E)=\text { Bochner }-\int_{E} g d \mu
$$

for some $g \in L_{1}(\mu, X)$ and all $E \in \mathscr{A}$.
Theorem A.1 ${ }^{7}$ : The following statements about a (real or complex) Banach space $X$ are equivalent:
(i) $X$ has the RNP;
(ii) every closed subspace of $X$ has the RNP;
(iii) every separable closed subspace of $X$ is isomorphic to a subspace of a separable dual space.

Corollary A.2: For every Hilbert space $\mathscr{K}$, the Banach space $\mathscr{T}(\mathscr{K})$ has the RNP.

Proof: Let $\mathscr{Y}$ be any separable closed subspace of $\mathscr{T}(\mathscr{K})$. Hence there is a sequence $\left(A_{i}\right)_{i \in \mathbf{N}}$ in $\mathscr{Y}$ such that

$$
\begin{equation*}
(\forall C \in \mathscr{Y})(\forall \epsilon>0)(\exists j \in \mathbf{N}) \quad\left\|C-A_{j}\right\|_{1} \leqslant \epsilon . \tag{A1}
\end{equation*}
$$

To every compact operator $D$ on $\mathscr{K}$, we define the closed subspace

$$
L(D):=(\overline{\mathrm{mg}} D) \vee\left((\operatorname{ker} D)^{\perp}\right)
$$

of $\mathscr{K}$ which is separable. Hence the closed subspace

$$
\mathscr{H}:=\bigvee_{i=1}^{\infty} L\left(A_{i}\right)
$$

of $\mathscr{K}$ is also separable. If $Q$ denotes the projection onto $\mathscr{H}$, then $A_{i}=Q A_{i} Q$ for all $i \in \mathbb{N}$. Hence

$$
\begin{equation*}
\left\|C-A_{i}\right\|_{1} \geqslant\left\|Q\left(C-A_{i}\right) Q\right\|_{1}=\left\|Q C Q-A_{i}\right\|_{1} \tag{A2}
\end{equation*}
$$

for all $C \in \mathscr{Y}$ and $i \in \mathbf{N}$. Eqs (A1) and (A2) imply that $C=Q C Q$ or, equivalently, $L(C) \subseteq \mathscr{H}$ for all $C \in \mathscr{Y}$. Hence $\mathscr{Y}$ is isomorphic to a subsapce of $\mathscr{T}(\mathscr{H})$. Now, $\mathscr{T}(\mathscr{H})$ is separable since $\mathscr{H}$ is separable, and it is well known that $\mathscr{T}(\mathscr{H})$ is a dual space. ${ }^{3}$ So we infer from Theorem A. 1 that $\mathscr{T}(\mathscr{K})$ has the RNP.
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It is proved that the equivalence class of bundle representations of a group $G$ on the product bundle $\mathscr{B}_{0}$ with total space $B_{0}=X \times Y$ includes all representations of $G$ on bundles $\mathscr{B}$ which are homeomorphic (but not necessarily naturally homeomorphic) to the product $X \times Y$, provided that $G$ has the same action on the fibres of $\mathscr{B}_{0}$ and $\mathscr{B}$. The group $A$ of the bundle $\mathscr{B}$ is immaterial.
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## 1. INTRODUCTION

In the definition of bundle representations, ${ }^{1,2}$ the underlying total space $B_{0}$ was taken as a natural product, $B_{0}=X \times \mathscr{H}$. Since there exist bundles which are homeomorphic, ${ }^{3}$ but not naturally homeomorphic, to the product, it is reasonable to ask how one can represent groups on such bundles. The answer is the following: The equivalence class of bundle representations contains all representations on bundles which are homeomorphic to the product, irrespective of whether this homeomorphism is natural or otherwise. In this paper we shall prove this assertion.

We shall start with a remark on terminology. Steenrod ${ }^{4}$ defines a product bundle as one with a distinguished fibrepreserving homeomorphism to the product, and with the identity as the group of the bundle. Dieudonné ${ }^{5}$ calls such bundles trivial. To differentiate between these, and bundles which are homeomorphic but not naturally homeomorphic to the product, Steenrod introduces the notion of $G$-equivalence to the product. ${ }^{6}$ Dieudonné calls such bundles triviali$z a b l e,{ }^{7}$ and simultaneously emphasizes the distinction between trivial and trivializable bundles.

If one is interested only in topological invariants, which is generally the case in the mathematical literature, there is no point in distinguishing between trivial and trivializable bundles. Consequently, in much of the mathematical literature one encounters the term "trivial bundles" without further specification. A topologically trivial bundle may be either trivial or trivializable in the sense of Dieudonné. In Steenrod's book the statement that a bundle is "equivalent to the product" is stipulated to include the case that it is $G$ equivalent to the product. ${ }^{8}$

However, in some physical applications of fibre bundle theory which are currently under investigation, the nontopological distinction between trivial and trivializable bundles appears to be physically significant. In the geometrical formulations of some gauge theories, a gauge transformation corresponds to the passage from the one global trivialization to another; the principal bundles involved are homeomorphic ${ }^{9}$ to the product, but there exists no distinguished homeomorphism. ${ }^{10,11}$

In Sec. 2 we shall define group representations on general fibre bundles (not necessarily vector bundles), and in Sec. 3 we shall establish the main result via two elementary propositions, one of which is proved in detail. Finally we shall sketch, in the Appendix, the construction of trivial and
trivializable bundles according to the Whitney-Steenrod theorem, in order to provide a complete clarification of the difference between the two.

## 2. GENERAL DEFINITION OF GROUP REPRESENTATIONS BY BUNDLE MAPS

Let $\mathscr{B}=[B, X, \pi, A, Y]$ be a fibre bundle ${ }^{12}$ with total space $B$, bases space $X$, projection $\pi$, group $A$, and fibre $Y$. Let $G$ be a topological group. We define a bundle representation of $G$ on $\mathscr{B}$ to be a family $\{\lambda(g)\}$ of invertible bundle maps ${ }^{13} \lambda(g): B \rightarrow B$, indexed by $g \in G$, which satisfy the following conditions ${ }^{2}$ :
(i) $\lambda(e)=$ the identity map, $e$ is the identity of $G$ :
(ii) $\lambda\left(g_{1}\right) \circ \lambda\left(g_{2}\right)=\lambda\left(g_{1} g_{2}\right) \forall g_{1}, g_{2} \in G$;
(iii) the map $\bar{\lambda}: G \times B \rightarrow B$ defined by $\bar{\lambda}(g, b)=\lambda(g) b$ is continuous (here $b \in B$ ).
Clearly the family of bundle maps $\{\lambda(g)\}$ induces a continuous action $\{\bar{\lambda}(g)\}$ of $G$ on $X$.

## 3. THE MAIN RESULT

We now assume that (a) $\mathscr{B}$ is homeomorphic to $\mathscr{B}_{0}=X \times Y\left\{\right.$ the bundle $\mathscr{B}_{0}$ is the collection $\left.\left[B_{0}, X, \pi_{0}, Y\right]\right\}$, but (b) there exists no natural or distinguished homeomorphism between $B$ and $B_{0}$. We denote $\phi_{i}$ a global trivialization of $B$ i.e.,

$$
\begin{equation*}
\phi_{i}: X \times Y \rightarrow B \tag{1}
\end{equation*}
$$

is a homeomorphism such that

$$
\begin{equation*}
\pi^{\circ} \phi_{i}(x, y)=x \forall x \in X, y \in Y . \tag{2}
\end{equation*}
$$

Here $i$ belong to an indexing set $J$.
Proposition 1: A global trivialization $\phi_{i}$ of $B$ induces, from the representation $\{\lambda(g)\}$ of $G$ on $\mathscr{B}$, a bundle representation (in the ordinary sense) $\left\{h_{i}(g)\right\}$ of $G$ on $\mathscr{B}_{0}$, where

$$
\begin{equation*}
h_{i}(g)=\phi_{i}^{-1} \circ \lambda(g)^{\circ} \phi_{i} . \tag{3}
\end{equation*}
$$

If $\left\{h_{i}(g)\right\}$ and $\left\{h_{i}(g)\right\}$ are the bundle representations of $G$ on $\mathscr{B}_{0}$ induced by the trivializations $\phi_{i}$ and $\phi_{j}$, respectively, then

$$
\begin{equation*}
\left.h_{i}(g)=\Omega_{j i}^{-1} h_{j} \Pi g\right) \Omega_{j i}, \tag{4}
\end{equation*}
$$

where $\Omega_{j i}$ is a coordinate transformation on the fibres ${ }^{14}$ of $\mathscr{B}_{0}$, given by

$$
\begin{equation*}
\Omega_{j i}=\phi_{j}^{-1} \circ \phi_{i} \tag{5}
\end{equation*}
$$

which acts on each fibre as an element of the group $A$ of the bundle $\mathscr{B}$.

Proof: (a) $h_{i}(g)$ is defined by the commutative diagram


FIG. 1.

Since $\lambda(g)$ and $\phi_{i}$ are fibre-preserving homeomorphisms, so is $h_{i}(g)$. The algebraic representation properties [i.e., (i), (ii) of Sec. 2] of $\left\{h_{i}(g)\right\}$ follow by inspection. The continuity property of $\hat{h}_{i}$ [defined by analogy with $\tilde{\lambda}$, (iii) of Sec. 2; cf. also (iii), Eq. (6), Ref. 2] are set in evidence by the diagram in Fig. 2:


FIG. 2.

In Fig. $2\left(i d \times \phi_{i}^{-1}\right)(g, b)=\left(g, \phi_{i}^{-1}(b)\right), b \in B$, and one verifies immediately that the diagram commutes.
(b) For every pair $\phi_{i}, \phi_{\mathrm{j}}$ of global trivializations, we define a continuous map ${ }^{15}$

$$
a_{j i}: X \rightarrow A,
$$

by

$$
a_{j i}(x)=\phi_{j, x}^{-1} \circ \phi_{i, x},
$$

where the map $\phi_{i, x}: Y \rightarrow \pi^{-1}(x)$ is defined by

$$
\phi_{i, x}(y)=\phi_{i}(x, y) .
$$

The $a_{j i}(x)$ satisfy

$$
\begin{equation*}
a_{j i}(x) a_{i k}(x)=a_{j k}(x), \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[a_{j i}(x)\right]^{-1}=a_{i j}(x) \tag{7}
\end{equation*}
$$

Now consider the map

$$
\Omega_{j i}=\phi_{j}^{-1} \circ \phi_{i}: B_{0} \rightarrow B_{0}
$$

and evaluate $\phi_{j}^{-1} \circ \phi_{i}(x, y)$. Let $\phi_{i}(x, y)=b$, then $\pi(b)=x$, and $\phi_{j}^{-1} \circ \phi_{i}(x, y)=\phi_{j}^{-1}(b)=\left(x^{\prime}, y^{\prime}\right)$ (say). Then $b=\phi_{j}\left(x^{\prime}, y^{\prime}\right)$ and $\pi(b)=x^{\prime}$, whence $x^{\prime}=x$. Thus we have proved that $\Omega_{j i}$ acts as the identity on the base space, and is therefore a coordinate transformation on the fibres. We have, furthermore

$$
a_{j i}(x)=\Omega_{j i}(x),
$$

and, as is evident upon inspection, the $\Omega_{j i}$ satisfy the same relations (6) and (7) as the $a_{j i}(x)$.

Proposition 2: Let $\{h(g)\}$ be a bundle representation of $G$ on $\mathscr{B}_{0}$ and let $\phi_{i}$ be a trivialization of $B$. Then $\left\{\lambda_{i}(g)\right\}$, defined by

$$
\lambda_{i}(g)=\phi_{i} \circ h(g) \circ \phi_{i}^{-1}
$$

is a representation (in the sense of Sec. 2) of $G$ on $\mathscr{B}$. If $\phi_{i}, \phi_{j}$ are two trivializations of $B$ and $\left\{\lambda_{i}(g)\right\},\left\{\lambda_{j}(g)\right\}$ the corresponding representations of $G$ on $\mathscr{B}$, then

$$
\lambda_{j}(g)=T_{j i} \circ \lambda_{i}(g) \circ T_{j i}^{-1}
$$

where $T_{j i}: B \rightarrow B$, defined by

$$
T_{j i}=\phi_{j} \circ \phi_{i}^{-1}
$$

is a coordinate transformation on the fibres of $\mathscr{B}$; that is, the representations $\left\{\lambda_{j}(g)\right\}$ and $\left\{\lambda_{i}(g)\right\}$ are equivalent. Moreover, the $T_{j i}$ satisfy the relations

$$
\begin{aligned}
& T_{j i} T_{i k}=T_{j k}, \\
& T_{j i}^{-1}=T_{i j} .
\end{aligned}
$$

Proof: Similar to the proof of Proposition 1. The results we have obtained above can be summarized in the following theorem.

Theorem: The equivalence class of bundle representations of the group $G$ on $\mathscr{B}_{0}=\left[B_{0}, X, \pi_{0}, Y\right]$ contains all representations of $G$ on all bundles $\mathscr{B}=[B, X, \pi, A, Y]$ which are homeomorphic to $\mathscr{B}_{0}$ by fibre-preserving homeomorphisms, irrespective of the group $A$ (provided that the group $G$ has the same action on the fibres of $\mathscr{B}_{\mathbf{0}}$ and $\mathscr{B}$ ).

## 4. CONCLUDING REMARKS

The result proved above may appear surprising at first glance, but ceases to remain so after a moment's reflection. The notion of a bundle representation, if properly formulated, ought to be invariant under fibre-preserving topological equivalences. Such a definition is easy to give but harder to use for constructive or computational purposes. The situation is exactly the same as in the theory of linear representations of groups. There a linear representation is defined in a coordinate-free manner as a homomorphism of the group into the group of linear transformations of a vector space. However, to compute one often has to fall back upon matrix representations, which require a choice of basis. One then eliminates the basis dependence by passage to equivalence classes. An "abstract" linear representation may be considered as an (appropriately defined) equivalence class of "concrete" matrix representations. So it is with bundle representations. An "abstract" bundle representation is the equivalence class, under coordinate transformations, of a "concrete" bundle representation which is defined, explicitly and constructively, in terms of a specific global trivialization. Since we admit all fibre-preserving homeomorphims as coordinate transformations, the nontopological distinction between trivial and trivializable bundles disappears in the passage from the concrete to the abstract.

As a byproduct of these considerations we arrive at the following conclusion. Suppose that a bundle with group $G$ is $G$-equivalent to the product. If we want to construct a physical theory (using this bundle) in which $G$ has a physical meaning, then the mathematical structure which is significant is a $G$-structure ${ }^{16}$ on the base space $X$, and not the topological structure of the bundle. In such contexts principal bundles are only a convenient means for studying the geometry of $G$-structures.

Many applications of fibre bundle theory which are being considered appear to be of this kind. These include, apart from the usual gauge theories based on Minkowski space, the works of A. Böhm ${ }^{17}$ and W. Drechsler. ${ }^{18}$ Moreover, Minkowski space itself appears to admit a $(3,2)$ de Sitter group structure, first noticed by Dirac. ${ }^{19}$ van Dam and Bie-
denharn ${ }^{20}$ have made the remarkable suggestion that this structure be used to bypass O'Raifeartaigh's theorem. ${ }^{21}$ In view of these works, it might be useful, for achieving greater clarity, to shift the emphasis in such contexts from fibre bundles to $G$-structures. The latter should be viewed as the primary objects with physical meaning, and principal bundles as auxiliary mathematical constructs for studying them.

## APPENDIX: TRIVIAL AND TRIVIALIZABLE BUNDLES

In all cases, a fibre bundle is an object which is assembled, painstakingly, from its ingredients by the WhitneySteenrod construction, given in Sec. 3 of Ref. 4. We follow the notations and terminology of this reference.

Recall that a coordinate bundle is called a product bundle if there is just one coordinate neighborhood $V=X$, and the group $G$ of the bundle consists of the identity alone. Applying the Whitney-Steenrod construction to this case, we obtain the total space $B_{0}=X \times Y$, the natural projection $p: B_{0} \rightarrow X$, and the identity map as the coordinate function. A fibre bundle is a strict equivalence class of coordinate bundles. To determine this class, we take any open cover $\left\{V_{i}\right\}$ of $X$ consisting of more than one chart, and $G=\{e\}$. Working out the Whitney-Steenrod construction for this case, we find again that the total space is $X \times Y, \phi_{j}$ is the restriction of the identity map to $V_{j} \times Y$ for each $j \in J$, and the projection is the natural one. The bundle is trivial.

Now suppose that we are given the following: there is only one coordinate neighborhood $V=X$; there exists an effective topological tranformation group $G$ of $Y$, an indexing set $J$, and a family of continuous nontrivial maps $g_{j i}: X \rightarrow G$ for each pair $i, j$ of indices in $J$. The conditions of the Whitney-Steenrod construction are met. The construction gives us a bundle with total space $B$, and for each $j \in J$ a coordinate function

$$
\phi_{j}: X \times Y \rightarrow B
$$

such that

$$
\phi_{j, x}^{-1} \circ \phi_{i, x}=g_{j i}(x) \quad \forall x \in X .
$$

The space $B$ is homeomorphic, in a fibre-preserving manner, to $B_{0}=X \times Y$, but there exists no natural or distinguished homeomorphism. The bundle obtained is trivializable but not trivial. The passage from one global trivialization to another is accomplished with the help of the group $G$ of the bundle.
'Bundle representations were first defined in R.N. Sen, Nonrelativistic Zero-Mass Systems, Lecture Notes, Göttingen (1974); H.J. Borchers and R.N. Sen, Commun. Math. Phys. 42, 101 (1975). The definition was strengthened, as regards continuity, in Ref. 2.
${ }^{2}$ R.N. Sen, Physica (Utrecht) A 94, 39 (1978). We shall be working with this latter definition.
${ }^{3}$ We shall work exclusively with bundle homeomorphisms which are fibre presserving. In $B_{0}=X \times \mathscr{H}, X$ is the base space and $\mathscr{H}$ the fibre.
${ }^{4}$ N. Steenrod, The Topology of Fibre Bundles (Princeton U.P., Princeton, New Jersey, 1951, with an appendix added November 1956), see p. 16.
${ }^{5}$ J. Dieudonné, Treatise on Analysis (Academic, New York, 1972), Vol. III, see p. 78.
${ }^{6}$ See Kef. 4, p. 17.
${ }^{7}$ See Ref. 5, pp. 78 and 79.
${ }^{4}$ See Ref. 4, Secs. 4.3 and 4.4.
${ }^{9}$ In the geometrical formulations of gauge theories one works with differentiable rather than topological structures; however, this extra structure is not relevant in the present context.
${ }^{10}$ See, for example, W. Drechsler and M.E. Mayer, Fibre Bundle Techniques in Gauge Theories, Vol. 67 of Lecture Notes in Physics (Springer-Verlag, Berlin, 1977), and various articles in the following reference.
${ }^{11}$ Differential Geometrical Methods in Mathematical Physics, edited by K. Bleuler et al., Vols. 570 (1977) and 676 (1978) of Lecture Notes in Mathematics (Springer-Verlag, Berlin).
${ }^{12}$ In order to avoid any misunderstanding, we state explicitly that we use the term "fibre bundle" in the sense of Steenrod, Ref. 4. For various definitions of fibre bundles and fibre spaces, see, for example, W.S. Massey, "Some problems in algebraic topology and the theory of fibre bundles," Ann. Math. 62, 327 (1955). D. Husemoller, Fibre Bundles, 2nd ed. (Springer-Verlag, GTM 20, 1975 ) calls a "bundle" what is called an espace découpè by R. Godement, Théorie des faisceaux (Hermann, Paris, 1958) and space over $X$ by A. Dold, "Partitions of unity in the theory of fibrations," Ann. Math. 78, 223 (1963).
${ }^{13}$ We call a bundle map invertible only if its inverse is also a bundle map.
${ }^{14}$ Coordinate transformations are discussed in detail in Ref. 2.
${ }^{15}$ See Ref. 4, Sec. 2.3.
${ }^{16}$ The concept of a $G$-structure is due to S.S. Chern. See his article "The geometry of $G$-structures." Bull. Am. Math. Soc. 72, 167 (1966). See also S. Sternberg, Lectures on Differential Geometry (Prentice-Hall, Englewood Cliffs, New Jersey, 1964), Chap. VII.
${ }^{17} \mathrm{~A}$. Böhm, "Relativistic rotators-a quantum mechanical de Sitter bundle," in: Proceedings of the International Symposium on Mathematical Physics, 1976, Mexico City (University of Mexico, Mexico City, 1977).
${ }^{18}$ See the contributions by W. Drechsler in Ref. 10 and in Group Theoretical Methods in Physics, Vol. 94 of Lecture Notes in Physics, edited by W. Beiglböck, A. Böhrn, and E. Takasugi (Springer-Verlag, Berlin, 1979). ${ }^{19}$ P.A.M. Dirac, J. Math. Phys. 4, 901 (1963).
${ }^{20}$ See the contribution by H. van Dam and L.C. Biedenharn, in Ref. 18.
${ }^{21}$ L. O'Raifeartaigh, Phys. Rev. B 139, 1052 (1965).
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#### Abstract

Minkowski space-time is developed in terms of a set of undefined primitive elements called events, certain subsets of events called paths which correspond to the worldlines of free particles, and a temporal order relation on each path. Nine axioms describe the existence and uniqueness of paths, temporal order, connectedness, causality, collinearity, continuity, isotropy, and dimension.
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## INTRODUCTION

Minkowski space-time will be described in terms of a set of undefined primitive elements called "events," certain subsets of events called "paths" which correspond to the worldlines of free particles, and a temporal order relation defined on the set of events of each path. The postulated relations of temporal order may be thought of as applying to freely moving observers who are capable only of distinguishing between events in their own local histories. The axioms permit the extension of these local temporal orderings defined on each path to a global temporal ordering defined on the set of all events.

In the present axiomatic system, all the axioms describe properties of paths. The existence of "light signals" is deduced rather than postulated axiomatically as in the preceding axiomatic systems of Walker, ${ }^{1,2}$ Szekeres, ${ }^{3}$ and Schutz. ${ }^{4}$

In all these axiomatic systems, the concept of a "coordinate frame" is developed from primitive notions which correspond to the temporal order properties and kinematic behavior of free particles and light signals. Other axiomatic systems, in which the existence of coordinate frames is assumed, have been briefly reviewed by Schutz. ${ }^{4}$

The form of the axiomatic system resembles both that of Hilbert ${ }^{5}$ for Euclidean geometry and the previous system of Schutz ${ }^{4}$ for Minkowski space-time. The axioms of the present system may be compared with those of Hilbert, ${ }^{5}$ and it will be seen that all but one of the axioms have analogs within Hilbert's five axiom groups: the exception is the Axiom of Causality (Axiom V, 1.41) which expresses the essential character of a causal space-time and is therefore not required for a geometry. Whereas Hilbert's axiom system contained an entire group of axioms stating the properties of an undefined congruence relation, the present axiomatic system contains one symmetry axiom (the Axiom of Isotropy, Axiom VIII, 1.71) and does not require the introduction of a congruence axiom at all. Instead, it transpires that all the properties of a congruence relation can be deduced as theorems within the present axiomatic system.

Some comparisons can now be made with the previous axiomatic system of Schutz, ${ }^{4}$ which was subtitled Kinematic

[^10]Axioms for Minkowski Space-Time and will subsequently be referred to by the letters KA. The previous rather strong Axiom of Compactness of Bounded sub-SPRAY (KA Axiom XI, 2.13) is now replaced by the considerably weaker Axiom of Continuity (Axiom VII, 1.63) which is analogous to the geometric axiom of the same name. ${ }^{5}$ This axiom applies to the set of events of a path rather than to a set of simultaneously coincident paths, so the axiom is not only weaker but might even be regarded as being more intuitively acceptable.

The present Axiom of Isotropy (Axiom VII, 1.71) is also weaker than its predecessor (KA Axiom VII, 2.9), the significant difference being that the present axiom does not assume that signals are mapped onto signals. This symmetry axiom may be interpreted intuitively as meaning that all "directions" are equivalent. Thus, it is this axiom which expresses an idea similar to the "Principle of Relativity" of Einstein, ${ }^{6}$ who postulated that there should be no "preferred coordinate frames." The axiom does not assume the existence of coordinate frames, which will be developed from the axioms, nor does it assume that isotropy mappings are automorphisms. What is assumed, for a given isotropy mapping, is that the events on one path (an "observer's path") are invariant, that paths are mapped onto paths, and that the mapping is bijective on one subset of simultaneously coincident paths.

Two axioms are essentially different from those of the preceding axiomatic system (KA). The Axiom of Uniqueness of Paths (Axiom II, 1.12) is analogous to Hilbert's Axiom of Connection (Hilbert, ${ }^{5}$ Axiom I, 2) and was previously deduced as a theorem (KA, Theorem 6, 2.9), while the Axiom of Collinearity (Axiom VI, 1.51) is analogous to Hilbert's Axiom of Order (Hilbert, ${ }^{5}$ Axiom II, 4) and is introduced to replace the previous Axiom of Uniqueness of Extension of Optical Lines (KA, Axiom V, 2.7) and the Axiom of the Intermediate Path (KA, Axiom VI, 2.8).

Many properties which were taken as axiomatic in the previous system are now deduced as theorems. Thus the property stated in the Signal Axiom (KA Axiom I, 2.2) is now deduced as Theorem 1.72, the Triangle Inequality (KA Axiom IV, 2.4) as Theorem 1.66, the Uniqueness of Extension of Optical Lines (KA Axiom V, 2.7) as described in Sec. 2.D, the Existence of an Intermediate Path (KA Axiom VI,
2.8) as Theorem 1.56, while the roles of the Axioms of Incidence (KA Axiom XI, 2.11) and Connectedness (KA Axiom X, 2.12) are now subsumed in the axiom of Connectedness (Axiom IV, 1.31).

Within the present axiomatic system it is possible to prove several propositions which are assumed by many other writers. Thus, we do not assume the concept of a coordinate frame, we do not assume that the set of events of each path can be ordered by the real numbers, we do not assume that light signals exist, nor do we assume that paths and light signals have constant speed. These propositions all turn out to be provable within the system.

Three properties of Minkowski space-time are of central importance to the subsequent development. One-dimensional kinematics is in many ways analogous to plane absolute geometry, for it transpires that the concept of parallelism can be applied to paths and, furthermore, the corresponding question of uniqueness of parallelism is closely related to uniform motion along paths. Both $\mathrm{Robb}^{7}$ and Szekeres ${ }^{3}$ observed that uniform motion implies uniqueness of parallelism but, in the present axiomatic system as well as in KA, the uniqueness of parallelism is proved and then it is shown that this implies uniform motion along paths, so that Newton's first law of motion need not be assumed. The second important property is that, in contrast to the Euclidean velocity space of Newtonian kinematics, the velocity space associated with Minkowski space-time is hyperbolic, a property which is established by making use of a recent characterization of the elementary spaces by Tits. ${ }^{8-10}$ The third important property is that space-time coordinates are related to homogeneous coordinates in a three-dimensional hyperbolic space. Consequently, there is an isomorphism between homogeneous Lorentz transformations and transformations of homogeneous coordinates in hyperbolic space.

In this paper many details of the proofs have been omitted in order to keep the paper to a reasonable length. Full details of the proofs are given in a research report ${ }^{11}$ which is available on request from the Max-Planck-Institut für Astrophysik.

## 1. AXIOMS AND PRIMITIVE NOTIONS

Minkowski space-time will be described in terms of a set of undefined primitive elements called events, certain subsets of events called paths, and a temporal order relation < defined on the set of events of each path.

The set of all paths will be denoted by $\mathscr{P}$ and the set of all events will be denoted by $\mathscr{E}$. Individual paths will be denoted by the symbols $\mathbf{Q}, \mathbf{R}, \mathbf{S}, \cdots$. Events belonging to a path, say $Q$, will be denoted by the path symbol together with a subscript, for example, $Q_{1}, Q_{a}, Q_{x}$; or by means of lower case letters such as $a, b, c, \cdots$. If $a \in \mathbf{Q}$, we say that the event a lies on the path $\mathbf{Q}$ or more simply that a lies on $\mathbf{Q}$ or $\mathbf{Q}$ passes through $a$. An event may belong to two or more paths: if $\mathbf{Q} \cap \mathbf{R}=a$, we say that $\mathbf{Q}$ and $\mathbf{R}$ coincide at $a$ or that $\mathbf{Q}$ meets $\mathbf{R}$ at a.

The temporal order relation applies only to pairs of events on the same path: The statement " $Q_{1}<Q_{2}$ " is to be
read as " $Q_{1}$ is before $Q_{2}$ " or " $Q_{2}$ is after $Q_{1}$ ".
Minkowski space-time will be defined to be the ordered triple $\mathscr{M}=(\mathscr{E}, \mathscr{P},<)$.

## A. The axioms of existence and uniqueness for paths

It is first necessary to ensure that $\mathscr{E}$ and $\mathscr{P}$ are nonempty and that there are at least two distinct paths (where the word "distinct" is used in the set-theoretic sense).

Axiom I, 1.11 (existence): There are at least two distinct paths.

Axiom II, 1.12 (uniqueness): There is at most one path passing through any two given distinct events.

Within Hilbert's ${ }^{5}$ axiom system for geometry, these axioms have their analogues in the Axioms of Connection (I2 and I3).

The Axiom of Uniqueness is the first of three axioms which express different aspects of the "law of inertia" or "Newton's first law." The Axiom of Uniqueness expresses the idea that paths correspond to the possible trajectories of "free particles." Other aspects of the law of inertia are described by the Axiom of Collinearity (Axiom VI, 1.51) and the Axiom of Isotropy (Axiom VIII, 1.69).

## B. The axiom of temporal order

This axiom ensures that there are no closed time-like world lines and is analogous to the axioms of order of geometry (see, for example, Hilbert's ${ }^{5}$ Axioms of Order II 1-3).

Axiom III, 1.21 (temporal order): The events of each path are irreflexively and linearly ordered by a temporal order relation <.

The axiom also ensures that, in the present axiomatic system, we do not need to assume that the events on a path are order isomorphic with the real numbers, nor do we assume that a path may be prolonged (cf. Hilbert ${ }^{5}$, Axiom II 2.): This proposition is proved as a theorem (Theorem 1.43).

Although the temporal order relation < is clearly antisymmetric, there is no "anisotropy of time" within the axiomatic system since we can consistently interchange the symbols < and > , the words "before" and "after", and the words "past" and "future" (see Sec. 1.C following). The choice of one direction rather than the other as a "forward direction of time" is simply a matter of convention within this axiomatic system.

## C. The axiom of connectedness

This axiom also has an analog in the foundations of geometry [see, for example, Hilbert ${ }^{5}$ Axiom (s) of Incidence I 1]. Before stating the axiom we make the following definitions: Given a path $\mathbf{R}$ and an event $e \notin \mathbf{R}$, we define
(i) the future of $e$ in $\mathbf{R}$ :

$$
\mathbf{R}(e,+)=\{g: g>e, g \in \mathbf{R}\} ;
$$

(ii) the past of $e$ in $\mathbf{R}$ :

$$
\mathbf{R}(e,-)=\{d: d<e, d \in \mathbf{R}\} ;
$$

(iii) the unreachable set of $e$ in $\mathbf{R}$ :

$$
\mathbf{R}(e, \phi)=\{f: f \not \subset e, f \in \mathbf{R}\} .
$$

The future of $e$ in $\mathbf{R}$ is the set of events in $\mathbf{R}$ which are
connected with $e$ by paths directed from $e$ to $R$, while similarly the past of $e$ in $\mathbf{R}$ is the set of events in $\mathbf{R}$ which are connected with $e$ by paths directed from $\mathbf{R}$ to $e$. Note that the unreachable set is the set of events in $\mathbf{R}$ which can not be connected with $e$ by any path.

Axiom IV, 1.31 (connectedness): Given a path $\mathbf{R}$ and an event $e \notin \mathbf{R}$, the subsets $\mathbf{R}(e,-), \mathbf{R}(e, \phi), \mathbf{R}(e,+)$ each contain more that one event.

This axiom expresses the notion of the "boundedness of relative velocities" although it should be noted that the concept of velocity has not yet been developed. While this axiom has some resemblance to Hilbert's ${ }^{5}$ first Axiom of Connectedness (Axiom I1), it also expresses an essential difference between a geometry and a space-time. The other essential difference is contained in the Axiom of Causality (Axiom V, 1.41). Note that, in Galilean space-time, the set $\mathbf{R}(e, \phi)$ contains exactly one event: Apart from this exception, all the other axioms are satisfied by Galilean space-time but additional axioms would be required for categoricity.

## D. The axiom of causality

This axiom expresses the second essential difference between a causal space-time and a geometry. In effect it states that there is a temporal order relation on space-time permitting the usual interpretation of causality, namely that "a cause always precedes an effect in time." Another interpretation of the axiom is that there are no combinations of "for-ward-directed path segments" which permit "travel into the past." For a further discussion of causal space-times, see Kronheimer and Penrose ${ }^{12}$ and Woodhouse. ${ }^{13}$ Since the classical geometries have no causal properties, it is not surprising that the axiom of causality has no analog within Hilbert's axiom system for geometry. In the statement of the axiom, the temporal order relation < has the following meaning for sets of events $A, B$ :

$$
[A<B] \Longleftrightarrow[a \in A, b \in B \Rightarrow a<b] .
$$

Axiom V, 1.41 (causality): Given a path $\mathbf{R}$ and an event $e \notin \mathbf{R}$, then

$$
\mathbf{R}(e,-)<\mathbf{R}(e, \phi)<\mathbf{R}(e,+) .
$$

This axiom has, as a consequence, the following very useful lemma which is logically equivalent to the Axiom of Causality and which could have been used as an axiom in an alternative axiomatic system. The choice of one proposition, rather than the other, for an axiom is a matter of taste only and is arbitrary to that extent.

Lemma 1.42 (direct path): Given two paths $\mathbf{Q}, \mathbf{R}$ with events $a, b \in \mathbf{Q}$ and $b, c \in \mathbf{R}$, respectively, such that

$$
a<b \text { and } b<c
$$

then (i) there is a path $\mathbf{S}$ which passes through the events $a$ and $c$, and (ii) $a<c$.

Remarks: (i) This lemma also applies with time-reversed orderings. (ii) The lemma extends the transitivity of the temporal order relations from events on the same path to the set of all events $\mathscr{C}$. Thus, the "local" temporal orderings on paths can now be extended to a "global" temporal ordering on the set of all events $\mathscr{E}$. Given any three events $a, b, c$ with $a<b$ and $b<c$ it follows that $a<c$ and we are therefore
justified in using the more compact expression $a<b<c$ with the obvious meaning.

Proof: We are given that $b \in \mathbf{R}(a,+)$, that $c \in \mathbf{R}$, and that $c>b$, so by the Axiom of Causality (Axiom V) it follows that $c \in \mathbf{R}(a,+)$; thus, $a<c$ and there is a path $\mathbf{S}$ containing $a$ and c.

It will now be shown that each path has no "first event" and no "last event."

Lemma 1.43 (prolongation): Given a path $\mathbf{Q}$ with events $b, c$ such that $b<c$, then there are events $a, d \in \mathbf{Q}$ such that

$$
a<b<c<d .
$$

Proof: By the Axiom of Existence (Axiom I, 1.11) there is a path $\mathbf{R}$ distinct from $\mathbf{Q}$, so by the Axioms of Uniqueness (Axiom II, 1.12) and Connectedness (Axiom IV, 1.31) there is a path $\mathbf{S}$ (which may be $\mathbf{R}$ ) distinct from $\mathbf{Q}$ such that $\mathbf{S}$ meets $Q$ at $b$.

Again by two applications of the Axiom of Connectedness, there is an event $e \in \mathbf{S}$ such that $e>c$ and an event $d \in \mathbf{Q}$ such that $d>e$, so by the Axiom of Causality (Axiom IV, $1.41), d>c$. The existence of an event $a<b$ may be proved in a similar manner.

## E. The axiom of collinearity

This axiom makes it possible to discuss "rectilinear motion" in terms of "collinear sets of events" so, in effect, the axiom asserts that "motion continues in a straight line" to paraphrase Newton's law of inertia. Whereas local versions of Axioms I, II, III, IV, V, and VII hold even in general relativistic space-times, there is no local analog of Axiom VI which applies, except in certain special cases. The nonvalidity of the corresponding statement expresses the presence of projective curvature. I am indebted to Professor J. Ehlers for pointing this out.

The axiom of collinearity is a kinematic analog of the geometric axiom of planarity given by Veblen ${ }^{14}$ and, as with Veblen's axiom, it also makes a statement about intermediacy which has the consequence that each path is dense in itself (Lemma 1.52). Together with the Axiom of Isotropy (Axiom VIII, 1.69), this axiom of collinearity enables us to prove the important and subtle Signal Theorem (1.610) which asserts that "light signals exist and have the expected limiting properties of sequences of paths."

To obtain an appreciation of the kinematic ideas expressed by the axiom, the reader is urged to draw a diagram corresponding to the statement of the axiom, by sketching each path segment and then attaching a consistent temporal ordering scheme to the diagram. If a template is made by cutting a narrow slit in a sheet of paper, the "motions" of the paths may be observed by moving the template gradually across the diagram.

Before stating the axiom we make the following definitions: If $a, b, c$ are three distinct events on one path such that either $a<b<c$ or $c<b<a$, we say that $b$ is between $a$ and $c$ and we denote this by writing [abc]. If $a, b, c$ are three distinct events, not all on the same path, such that each pair of events lies on some path, we say that $a b c$ is a kinematic triangle.

Axiom VI, 1.51 (collinearity): If $a b c$ is a kinematic triangle and $d, e$ are events with [bcd] and [cea] and if there is a path $d e$, then the path de meets the path $a b$ at an event $f$ such that $[a f b]$.

In Hilbert's ${ }^{5}$ system of axioms for geometry, the analogous axiom is Axiom II 4. The ensuing discussion of collinear sets of events has much in common with the description of planes given by Veblen ${ }^{14}$ although in the present case, the development of the kinematic theory is more complicated due to the existence of pairs of events which can not be connected by paths. Remember that a path corresponds to the "world line of a free particle."

Lemma 1.52 (each path is dense in itself): Given any path $\mathbf{Q}$ with distinct events $a, b \in \mathbf{Q}$ there is an event $f \in \mathbf{Q}$ such that $[a f b]$.

Proof: Full details of all proofs are included in Ref. 11.
Theorem 1.53: In the notation of the Axiom of Collinearity
[def],
i.e., if $a b c$ is a kinematic triangle and [bcd] and [cea] such that $d \lessgtr e$, then on the path $d e$ there is an event $f$ for which [def] (see Fig. 1).

## Lemma 1.54

If $a b c$ is a kinematic triangle and [afb] and [bcd] with ${ }^{15}$ $d \lessgtr a$ and $d \lessgtr f$, then on the path $d f$ there is an event $e$ for which [cea].

Theorem 1.55 (ordered coincidence): Let $\mathbf{Q}, \mathbf{R}$ be distinct paths which meet at $x$. Let $a, e \in \mathbf{Q}$ and let $b, d \in \mathbf{R}$. (i) If $x<a<b<d<e$, then the paths $a b$ and $d e$ meet at an event $c$ such that [ $a b c$ ] and [ $c d e$ ]. (ii) If $b<a<x<d<e$, then the paths $a b$ and de meet at an event $c$ such that [bac] and [cde].

Given three distinct paths $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ which meet at an event $x$, we say that the event $b \in \mathbf{R}$ after $x$ is between the paths $\mathbf{Q}$ and $\mathbf{S}$ if:
(i) for each event $c \in \mathbf{S}$ with $c>b$, the path $c b$ meets $\mathbf{Q}$ at some event $a$, and
(i') for each event $e \in \mathbf{Q}$ with $e>b$, the path eb meets $\mathbf{S}$ at some event $d$.


FIG. 1. An event $f$ for which [def].

Note that (i') is similar to (i) but with the roles of $\mathbf{Q}$ and $\mathbf{S}$ reversed, so the definition is symmetric with respect to $Q$ and S. An analogous definition applies for events before $x$, with reversed temporal orderings.

To extend the definition of "betweenness" to paths, we impose the further conditions (ii) and (ii') below. We say that the path $\mathbf{R}$ is between the paths $\mathbf{Q}$ and $\mathbf{S}$ and denote this by writing $\langle\mathbf{Q}, \mathbf{R}, \mathbf{S}\rangle$ if
(i) all events on $\mathbf{R}$ are between $\mathbf{Q}$ and $\mathbf{S}$,
(ii) for any path $T$ which meets $Q$ and $S$ at events after $x$, the path $\mathbf{T}$ meets $\mathbf{R}$ at some event, and
(ii') for any path $\mathbf{T}$ which meets $\mathbf{Q}$ and $\mathbf{S}$ at events before $x$, the path $\mathbf{T}$ meets $\mathbf{R}$ at some event.

Theorem 1.56 (intermediate path): Let $\mathbf{Q}$ and $\mathbf{S}$ be two distinct paths which meet at some event $x$, and let $T$ be a path which meets $\mathbf{Q}$ and $\mathbf{S}$ at events $a$ and $c$, respectively, after $x$. For each event $b \in \mathbf{T}$ such that [abc], (i) there is a path $\mathbf{R}$ which passes through $x$ and $b$, and, furthermore, (ii) $\langle\mathbf{Q}, \mathbf{R}, \mathbf{S}\rangle$.

Corollary 1.57 (coincidence): Let $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ be distinct paths which meet at $x$ such that $\langle\mathbf{Q}, \mathbf{R}, \mathbf{S}\rangle$. Let $\mathbf{T}$ meet $\mathbf{Q}$ at $a$ and $\mathbf{R}$ at $b$. If $a>b$, then $\mathbf{T}$ meets $\mathbf{S}$ at an event $c$ such that $x<c<b<a$.

In the subsequent development we will frequently be discussing the properties of sets of paths which meet at a given event. As in KA we will call any one of these sets a $S P R A Y$ of paths, or more simply a $S P R A Y$, where the upper case letters indicate that we are referring to a set of paths rather than a set of events. We define ${ }^{16}$

$$
\operatorname{SPR}\left[Q_{c}\right]:=\left\{\mathbf{R}: Q_{c} \in \mathbf{R}, \mathbf{R} \in \mathscr{P}\right\}
$$

The corresponding set of events is called a spray, where the lower case letters indicate a set of events. We define
$\operatorname{spr}\left[Q_{c}\right]:=\left\{R_{x}: R_{x} \in \mathbf{R}, \operatorname{R} \in \operatorname{SPR}\left[Q_{c}\right]\right\}$.
If $\mathbf{Q}, \mathbf{S}$ are distinct paths which meet at an event $x$, we define the collinear sub-spray

$$
\begin{aligned}
\operatorname{CSP}\langle\mathbf{Q}, \mathbf{S}\rangle:= & \langle\mathbf{R}:\langle\mathbf{R}, \mathbf{Q}, \mathbf{S}\rangle,\langle\mathbf{Q}, \mathbf{R}, \mathbf{S}\rangle \text { or }\langle\mathbf{Q}, \mathbf{S}, \mathbf{R}\rangle ; \\
& \mathbf{R} \in \operatorname{SPR}[x]\} .
\end{aligned}
$$

Given four paths $\mathbf{Q}, \mathbf{S}, \mathrm{U}, \mathrm{V}$ which meet at an event $x$, we write $\langle\mathbf{Q}, \mathbf{S}, \mathbf{U}, \mathbf{V}\rangle$ if $\langle\mathbf{Q}, \mathbf{S}, \mathbf{U}\rangle,\langle\mathbf{Q}, \mathbf{S}, \mathbf{V}\rangle,\langle\mathbf{Q}, \mathbf{U}, \mathbf{V}\rangle$, and $\langle\mathbf{S}, \mathbf{U}, \mathbf{V}\rangle$. The notation $\langle.,, .$,$\rangle may be extended in the obvi-$ ous way to any set of paths provided that each ordered triple satisfies the definition of betweenness.

Theorem 1.58: Let $\mathbf{Q}, \mathbf{S}$ be distinct paths which meet at $\boldsymbol{x}$. Then $\operatorname{CSP}(\mathbf{Q}, \mathbf{S})$ is a simply ordered set.

Lemma 1.59 (generation): Let $\mathbf{Q}, \mathbf{R}$ be distinct paths which meet at $x$ and let $T$ be a path which meets $\mathbf{Q}$ and $\mathbf{R}$ at events other than $x$. Then the sub-SPRAY of paths which join $x$ to events of $\mathbf{T}$ is a subset of $\operatorname{CSP}\langle\mathbf{Q}, \mathbf{R}\rangle$.

Remark: It may appear that the set of paths generated by $x$ and $T$ is identical with $\operatorname{CSP}\langle\mathbf{Q}, \mathbf{R}\rangle$. It will turn out, as a consequence of the Uniqueness of Parallelism (KA, Theorem 46, 7.5) that this is not the case, for there is one path in $\operatorname{CSP}(\mathbf{Q}, \mathbf{R})$ through $x$ "parallel to" $T$ and this path is clearly not generated by $x$ and $T$.

Corresponding to CSP $\langle\mathbf{Q}, \mathbf{R}\rangle$ we denote the set of events belonging to the paths of $\operatorname{CSP}\langle\mathbf{Q}, \mathbf{R}\rangle$ by

$$
\operatorname{csp}\langle\mathbf{Q}, \mathbf{R}\rangle:=\{e: e \in \mathbf{S}, \mathbf{S} \in \operatorname{CSP}\langle\mathbf{Q}, \mathbf{R}\rangle\}
$$

and we denote the set of events after the event of coincidence by
$\left.\operatorname{csp}^{+}\langle\mathbf{Q}, \mathbf{R}\rangle:=\{e: e\rangle \mathbf{Q} \cap \mathbf{R}, e \in \operatorname{csp}\langle\mathbf{Q}, \mathbf{R}\rangle\right\}$.
Lemma 1.510 (containment): Let $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ be distinct paths which meet at distinct events $b, c, d$ where $b=\mathbf{S} \cap \mathbf{Q}$, $c=\mathbf{Q} \cap \mathbf{R}, d=\mathbf{R} \cap \mathbf{S}$ such that $b<c<d$. Then
$\operatorname{csp}^{+}\langle\mathbf{R}, \mathbf{S}\rangle \subseteq \operatorname{csp}^{+}\langle\mathbf{Q}, \mathbf{R}\rangle \subseteq \operatorname{csp}^{+}\langle\mathbf{S}, \mathbf{R}\rangle$.
We define a collinear set of events in a manner which is analogous to the definition of a plane set of points in absolute geometry. Let $\mathbf{R}, \mathbf{S}$ be any two distinct paths which meet at some event. Then the set of events collinear with $\mathbf{R}$ and $\mathbf{S}$ is
$\operatorname{col}[\mathbf{R}, \mathbf{S}]:=\left\{W_{x}: W_{x} \in \mathbf{W}\right.$ where $\mathbf{W}$ meets $\mathbf{R}$ and $\mathbf{S}$ at two distinct events $\}$.
The next theorem states that collinear sets of events have properties which are analogous to the properties of coplanar sets of points in absolute geometry. Anticipating the result of part (i) of the theorem, we will define a collinear set of paths $\mathbf{C O L}[\mathbf{R}, \mathbf{S}]:=\{\mathbf{U}: \mathbf{U}$ meets $\operatorname{col}[\mathbf{R}, \mathbf{S}]$ in two distinct events $\}$.

Theorem 1.511 (collinear sets): (i) Containment: any path which coincides with two distinct events of a collinear set is contained in the collinear set. (ii) Uniqueness: a path and an event not on the path specify a unique collinear set.

Given two distinct paths $\mathbf{Q}, \mathbf{S}$ which meet at an event $x$, the set of paths CSP $\langle\mathbf{Q}, \mathbf{S}\rangle$ is linearly ordered and, accordingly, we could assign a sense of direction ${ }^{17}$ to them. The Intermediate Path Theorem (1.56) and its Corollary (1.57) show that, for any path $T \in \operatorname{COL}[Q, S]-\operatorname{CSP}\langle Q, S\rangle$, the restriction

$$
\mathbf{T}^{+}=\left\{T_{y}: T_{y}>x, T_{y} \in \mathbf{T}\right\}
$$

has the property that, for each $T_{y} \in \mathbf{T}^{+}$, there is some path $\mathbf{R} \in \operatorname{CSP}\langle\mathbf{Q}, \mathbf{S}\rangle$ such that $T_{y} \in \mathbf{R}$, and the events of $\mathbf{T}^{+}$before $T_{y}$ are on one side of $\mathbf{R}$ while the events of $T^{+}$after $T_{y}$ are on the other side of $\mathbf{R}$ : In this sense, $\mathbf{T}^{+}$crosses $\mathbf{R}$ in $\operatorname{csp}^{+}\langle\mathbf{Q}, \mathbf{S}\rangle$.

Corollary 1.512 (crossing): A collinear set $\Sigma$ can be given a sense of direction (left to right) which has the following properties: (i) Each path $\mathbf{S}$ in $\Sigma$ separates the events of $\Sigma-\mathbf{S}$ into two disjoint sets-a left side of $\mathbf{S}$ and a right side of $\mathbf{S}$; (ii) A path $T$ which contains one event $T_{u}$ from the left side of $\mathbf{S}$ and one event $T_{w}$ from the right side of $S$ meets $S$ at an event $v$ between $T_{u}$ and $T_{w}$; thus, $\mathbf{T}$ crosses $S$ at the event $v$; (iii) The sense of direction is consistent in the sense that:
$(\alpha)$ if (all events of ) a path $\mathbf{W}$ is on the right side of a path $\mathbf{S}$, then the right side of $\mathbf{W}$ is contained in the right side of $\mathbf{S}$ (and the left side of $\mathbf{S}$ is contained in the left side of $\mathbf{W}$ ),
$(\beta)$ if a path $\mathbf{T}$ is on the right side of a path $\mathbf{S}$ after (before) an event $v$, then the right side of $\mathbf{T}$ after (before) $v$ is contained in the right side of $\mathbf{S}$ after (before) $v$; (iv) If two paths meet, then they cross each other.

## F. Signal functions and the axiom of continuity

The Axiom of Continuity is analogous to the geometrical axiom of the same name as used by Hilbert ${ }^{5}$ (Axiom V2) and ensures the "existence of light signals." Before stating this axiom it is useful to establish a lemma which may be
scribed kinematically by the statement "given any path there is a faster path."

Lemma 1.61 (there is no fastest path): Given a path $\mathbf{Q}$ and an event $e \in \mathbf{Q}$, (i) the set $\mathbf{Q}(e,+)$ has no first event, and (ii) the set $\mathbf{Q}(e,-)$ has no last event.

The Axiom of Continuity which follows asserts that each path has a completeness property which ensures that the concept of "fastest signal" can be defined. Before stating the axiom we need the following definition: A linearly ordered set is conditionally complete if each bounded subset has an infimum and a supremum.

Axiom VII, 1.62 (continuity): Each path is conditionally complete.

It is now possible to define two signal functions (see Fig. 2); the forward signal function is defined
$f_{R Q}^{+}: \mathbf{Q} \rightarrow \mathbf{R}$,
$Q_{x^{\mapsto}} \leftrightarrow \begin{cases}\inf \mathbf{R}\left(Q_{x},+\right), & \text { if } \mathbf{Q} \text { and } \mathbf{R} \text { do not meet at } Q_{x} \\ Q_{x}, & \text { if } \mathbf{Q} \text { and } \mathbf{R} \text { meet at } Q_{x},\end{cases}$
and the reverse signal function

$$
\begin{aligned}
& f_{R Q}^{-}: \mathbf{Q} \rightarrow \mathbf{R}, \\
& \qquad Q_{x} \mapsto \begin{cases}\sup \mathbf{R}\left(Q_{x},-\right), & \text { if } \mathbf{Q} \text { and } \mathbf{R} \text { do not meet at } Q \\
Q_{x}, & \text { if } \mathbf{Q} \text { and } \mathbf{R} \text { meet at } Q_{x},\end{cases}
\end{aligned}
$$

These signal functions correspond physically to light signals (see Fig. 2) and, as might be expected, it transpires (in the Signal Theorem 1.610) that pairs of functions, such as $f_{R Q}^{+}$ and $f_{Q R}^{-}$, are inverses of each other. However, this is not immediately apparent within the present axiom system since there is no axiom corresponding to the property which Kronheimer and Penrose ${ }^{12}$ and Woodhouse ${ }^{13}$ have called


FIG. 2. Signal functions are defined by considering limiting properties of paths. Forward signal functions are illustrated by broken lines (---) and reverse signal functions are illustrated by dotted lines (.....).


FIG. 3. The signal function inequalities.
"future and past distinguishing."
An immediate and useful consequence of the Axiom of Continuity is the following:

Lemma (monotonic sequence property): Any bounded monotone sequence of events on a path has a limit on the path (with respect to the order topology).

Lemma 1.64 (signal functions are weakly order preserving): Given two paths $\mathbf{Q}, \mathbf{R}$ with events $Q_{x}, Q_{z} \in \mathbf{Q}$, then
(i) $Q_{x}<Q_{z} \Rightarrow f_{R Q}^{+}\left(Q_{x}\right) \leqslant f_{R Q}^{+}\left(Q_{z}\right)$,
(ii) $Q_{x}<Q_{z} \Rightarrow f_{R Q}\left(Q_{x}\right) \leqslant f_{R Q}\left(Q_{z}\right)$.

Lemma 1.65 (signal function inequalities): Given any two paths $\mathbf{Q}$ and $\mathbf{R}$, then
(i) $f_{Q R}^{-} \circ f_{R Q}^{+} \leqslant i_{Q Q}$,
(ii) $f_{Q R}^{+} \circ f_{R Q} \geqslant i_{Q Q}$,
where $i_{Q Q}$ is the identity function on $Q$. Let $R_{c}:=f_{R Q}^{+}\left(Q_{a}\right)$ and let $Q_{b}:=f_{Q R}\left(R_{d}\right)$. Then
(iii) $Q_{a}<Q_{b} \Longleftrightarrow R_{c}<R_{d}$
(see Fig. 3).
Theorem 1.66 (triangle inequalities): Let $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ be three paths. Then
(i) $f_{S R}^{+} \circ f_{R Q}^{+} \geqslant f_{S Q}^{+}$,
(ii) $f_{\overline{S R}} \circ f_{R Q} \leqslant f_{S Q}$.

Remark: In the previous axiomatic system (KA), similar properties were taken as axioms.

Given two events $a, b$ and paths $\mathbf{Q}, \mathbf{R}$ such that

$$
\stackrel{f_{R Q}^{\prime}}{\stackrel{+}{2}}(a)=b,
$$

we say that $a$ and $b$ are (forward) signal related and write $a \sigma b$. The binary relation $\sigma$ is called the signal relation and an expression of the form $a \sigma b$ may be read as "a signal goes from $a$ to $b$ "or" a signal leaves $a$ and arrives at $b$." Given three events $a, b, c$ such that

$$
a \sigma b \text { and } b \sigma c \text { and } a \sigma c
$$

we say that the ordered set of events $|a, b, c\rangle$ is in optical line. ${ }^{18}$ A similar definition applies to events which are (reverse) signal related.

Lemma 1.67 (optical line): If $\langle\mathbf{Q}, \mathbf{R}, \mathbf{S}\rangle$ then, for all $Q_{u} \in \mathbf{Q}$,
(i) the events $Q_{u}, f_{R Q}^{+}\left(Q_{u}\right), f_{S Q}^{+}\left(Q_{u}\right)$ are in optical line;
(ii) the events $Q_{u}, f_{R Q}\left(Q_{u}\right), f_{S R}\left(Q_{u}\right)$ are in optical line.

Theorem 1.68 (existence): Let $\mathbf{Q}, \mathbf{U}$ be distinct paths which meet at some event $x$. Let $Q_{a}, Q_{b} \in \mathbf{Q}$ be distinct events such that

$$
x<Q_{a}<Q_{b} \quad \text { and } \quad f_{U Q}^{+}\left(Q_{a}\right)>f_{U Q}\left(Q_{b}\right)
$$

Then there exists a path $\mathbf{S}$, between $\mathbf{Q}$ and $\mathbf{U}$ and distinct from both, such that

$$
f_{S Q}^{+}\left(Q_{a}\right)=f_{S Q}^{-}\left(Q_{b}\right)
$$

(see Fig. 4).
Remark: At this stage we can not assert that $\mathbf{S}$ is unique. The uniqueness of $\mathbf{S}$ can, however, be asserted after the Signal Theorem (1.72).

## G. The axiom of isotropy

The Principle of Relativity of Einstein ${ }^{6}$ states, in effect, that there is no preferred reference frame. In the present axiomatic system, the Axiom of Isotropy asserts that "all directions are equivalent" and so it is this axiom which performs a similar role to Einstein's Principle of Relativity.

Axiomatic systems for the classical geometries usually have a set of "congruence" axioms (e.g., Hilbert ${ }^{5}$ ) or several symmetry axioms (e.g., Redei ${ }^{19}$ ). In the present axiomatic system for Minkowski space-time we do not need any congruence axioms, and the Axiom of Isotropy is the only symmetry axiom required for categoricity. By means of "comparisons" using light signals and isotropy mappings, it is possible to compare intervals of distance and time, and so the concept of congruence can be developed without any further axioms.


FIG. 4. The existence theorem.

Although the question of "relative simplicity" of axiomatic structures can not be defined or answered in any precise way and is ultimately a matter of aesthetics or fashion, it appears to the author that the additional structure of Minkowski space-time, compared with the classical geometries, enables it to be categorized with fewer and simpler axioms.

Axiom VIII, 1.71 (isotropy): Let $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ be distinct paths meeting at $x$. If, for some event $Q_{y} \in \mathbf{Q}$ with $Q_{y} \neq x$,

$$
f_{Q R}^{+} \circ f_{R Q}^{+}\left(Q_{y}\right)=f_{Q S}^{+} \circ f_{S Q}^{+}\left(Q_{y}\right)
$$

then there exists a map $\theta$ of $\mathscr{E}$ into itself such that
(i) $\theta$ maps $\mathscr{P}$ into itself,
(ii) for $Q_{z} \in \mathbf{Q}, \theta\left(Q_{z}\right)=Q_{z}$,
(iii) $\theta$ induces a bijection on the set $\operatorname{SPR}[x]$ of paths, (iv) $\theta(\mathbf{R})=\mathbf{S}$.

It may seem surprising that this axiom is sufficient for our purpose. ${ }^{20}$ It transpires that $\theta$ is an order-preserving bijective mapping which sends signals onto signals as one would expect (and require), and this is demonstrated in Theorem 1.610 for the restriction to "one-dimensional motion" and in Theorem 2.31 for the general case.

An immediate consequence of this axiom and the Collinear Sets Theorem (1.511) is that $\theta$ sends collinear sets onto collinear sets. Furthermore if $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ belong to a collinear set $\Sigma$, then $\theta$ induces a mapping of $\Sigma$ onto itself and the induced mapping has the same properties as stated in the axiom.

Theorem 1.72 (signal): (i) Signal functions have inverses and, for any paths $\mathbf{Q}$ and $\mathbf{R}$,

$$
f_{R Q}^{-}=\left(f_{Q R}^{+}\right)^{-1} \text { and } f_{R Q}^{+}=\left(f_{Q R}^{-}\right)^{-1} .
$$

(ii) Signal functions are one to one onto mappings. (iii) Signal functions are strictly order preserving. (iv) Signal functions are continuous (with respect to the order topology on each path).

Remarks: Thus, both forward and reverse signal functions may be expressed in terms of the (forward) signal function

$$
f_{R Q}:=f_{R Q}^{+},
$$

which corresponds physically to a light signal: The reverse signal function is related to its inverse, although the order of the path subscripts must be reversed; thus,

$$
f_{Q R}=f_{R Q}^{\prime \prime} .
$$

In Sec. 2, superscript + and - signs will be used to indicate "modified signal functions" as in Walker ${ }^{1,2}$ and Schutz. ${ }^{4}$ After the proof of this theorem and throughout the rest of this chapter, we will dispense with the symbols $f^{+}$ and $f^{--}$entirely.

If three events, $a, b, c$ are signal related as follows: $a \sigma b$ and $b \sigma c$ and $a \sigma c$,
we say, as before, that the events are in optical line and denote this by $|a, b, c\rangle$ where the notation indicates the direction of the (forward) signal relation. Similarly, a set of events $\left\{Q_{1}^{(1)}, Q_{2}^{(2)}, \cdots, Q_{n}^{(n)}\right\}$ is in optical line if and only if, for all $a, b$, $c$ with $1 \leqslant a \leqslant b \leqslant c \leqslant n$,

$$
\left|Q_{a}^{(a)}, Q_{b}^{(b)}, Q_{c}^{(c)}\right\rangle
$$

Physically, a set of events would be in optical line if they lay
on a "light ray." The existence of such maximal sets of signal related events is proved much later within the present axiomatic system (see Sec. 2.D) since, at this stage, we can not yet assert that $|a, b, c\rangle$ implies the collinearity of the events $a$, $b, c$. Thus, it would be premature to speak of a "light ray." However, useful results can be established if we restrict our attention to collinear sets. Anticipating the results of the following theorem we will define an optical line to be a maximal subset of a collinear set such that any three events are in optical line.

Theorem 1.73 (optical line): Let $\Sigma$ be a collinear set of paths and events belonging to the paths, let $\mathbf{Q}$ be any path in $\Sigma$, and let $Q_{y}$ be any event of $\mathbf{Q}$. (i) There are two distinct optical lines, each containing $Q_{y}$ and exactly one event from each path in $\Sigma$ (other than $\mathbf{Q}$ ). The optical line which contains events in the order from left to right is called a rightdirected optical line or simply a right optical line. The other optical line is called a left optical line. (ii) Each optical line is simply ordered, has no first or last event, and is dense in itself.

Given a collinear set $\Sigma$ and a path $\mathbf{Q} \in \Sigma$, we see that the events $e_{1}$ and $e_{2}$ are reflections of each other in $\mathbf{Q}$ if they are on opposite sides of $\mathbf{Q}$ in $\Sigma$ and if there are two events $Q_{a}$, $Q_{b} \in \mathbf{Q}$ which are signal related to both $e_{1}$ and $e_{2}$, i.e., if $Q_{a} \sigma e_{1} \sigma Q_{b}$ and $Q_{a} \sigma e_{2} \sigma Q_{b}$. We say that two paths $\mathbf{S}, \mathrm{T}$ are reflections of each other in $\mathbf{Q}$ if their sets of events are reflections in $\mathbf{Q}$ and we indicate this by writing $S=\mathbf{T}_{Q}$ or $\mathbf{T}=\mathbf{S}_{Q}$.

Lemma 1.74 (reflection mapping): Given any collinear set $\Sigma$ and any path $\mathbf{Q}$ in the collinear set, there is a reflection mapping $\phi$ of the collinear set onto itself such that
(i) $\mathbf{T} \in \boldsymbol{\Sigma} \Rightarrow \phi(\mathbf{T}) \in \boldsymbol{\Sigma}$,
(ii)for any paths $\mathbf{T}, \mathbf{U} \in \mathcal{E}$ and any event $T_{x} \in \mathbf{T}$,
$f_{T U} \circ f_{U T}\left(T_{x}\right)=T_{z} \Rightarrow f_{\phi(T \mid \phi(U)} \circ f_{\phi(U \mid \phi(T)}\left(\phi\left(T_{x}\right)\right)=\phi\left(T_{z}\right)$, $f_{U T}\left(T_{x}\right)=U_{y} \Rightarrow f_{\phi(U) \phi(T)}\left(\phi\left(T_{x}\right)\right)=\phi\left(U_{y}\right)$.

## H. Properties of collinear subSPRAYs

Given a path $\mathbf{Q}$ and an event $Q_{c} \in \mathbf{Q}$ and a sub-SPRAY $\mathscr{B}\left[Q_{c}\right] \subset \operatorname{SPR}\left[Q_{c}\right]$, we say that $\mathscr{B}\left[Q_{c}\right]$ is a bounded sub$\operatorname{SPRA} Y$ if there are events $Q_{d}, Q_{e}$ after $Q_{c}$ such that, for all paths $\mathbf{R} \in \mathscr{B}\left[Q_{c}\right]$,

$$
f_{Q R} \circ f_{R Q}\left(Q_{d}\right)<Q_{e}
$$

The next theorem establishes an important completeness property of bounded collinear sub-SPRAYs.

Theorem 1.81 (collinearity of the limit path): Let $\Sigma$ be a collinear subset, let $\mathbf{Q} \in \Sigma$ be a path with an event $Q_{c} \in \mathbf{Q}$, and let $\left\{\mathbf{R}^{(n)}: n=1,2, \cdots ; \mathbf{R}^{(n)} \in \Sigma\right\}$ be a bounded set of paths which meet at $Q_{c}$. If $\left\langle\mathbf{Q}, \mathbf{R}^{(1)}, \ldots, \mathbf{R}^{(n)}, \mathbf{R}^{(n+1)}, \ldots\right\rangle$, there is a unique path $S$ through $Q_{c}$ such that
(i) $\left\langle\mathbf{Q}, \ldots, \mathbf{R}^{(n)}, \mathbf{R}^{(n+1)}, \ldots \mathbf{S}\right\rangle$ and
(ii) for any event $Q_{x} \in \mathbf{Q}$ with $Q_{x}>Q_{c}$,

$$
\begin{aligned}
& f_{Q S} \circ f_{S Q}\left(Q_{x}\right)=\sup \left\{f_{Q R^{(n)}} \circ f_{R^{(n) Q} Q}\left(Q_{x}\right)\right\} \\
& f_{S Q}^{-1} \circ f_{Q S}^{-1}\left(Q_{x}\right)=\inf \left\{f_{R^{-\prime \prime}, Q}^{-1} \circ f_{Q R^{(\cdots)}}^{-1}\left(Q_{x}\right)\right\}
\end{aligned}
$$

We call $\mathbf{S}$ the limit path of the sequence of paths $\left(\mathbf{R}^{(n)}\right)$.

## I. The kinematics of collinear sets of paths

It has now been shown that collinear sets of paths have properties corresponding to those which were taken as axioms in the previous axiomatic system (KA), with two exceptions. The first exception is that the property of collinearity of the limit path (Theorem 1.81) has been established from the Axiom of Continuity (Axiom VII, 1.62) rather than from an Axiom of Compactness (Axiom XI, 2.13, KA). The second exception is that an axiom of dimension has not yet been stated.

Neither of these exceptions affects the subsequent development which leads up to the kinematics of one-dimensional motion. All the details may be found in KA Chaps. $4-$ 8. Those kinematic relations which will be needed to fully develop Minkowski space-time will now be briefly reviewed for the sake of completeness of the present exposition.

Given a collinear set $\Sigma$, each path belongs to an equivalence class of paths which are described as being parallel since they never meet (KA, 7.1). Whereas a "parallel postulate" is required to distinguish between the geometries of Euclid and Bolyai-Lobachevsky, the uniqueness of parallelism may be deduced as a theorem (KA, Theorem 46, 7.5) for the present kinematic axiom system.

The description of one-dimensional motion can be simplified with the use of "modified signal functions" which are defined in the following way (KA, 43): Given any two paths $\mathbf{Q}, \mathbf{R} \in \Sigma$, the modified signal function $f_{R Q}^{+}$which is related to right optical lines is defined
$f_{R Q}^{+}\left(Q_{x}\right)= \begin{cases}f_{R Q}\left(Q_{x}\right), & \text { if } f_{R Q}\left(Q_{x}\right) \text { is to the right of } Q_{x}, \\ Q_{x}, & \text { if } \mathbf{R} \text { meets } \mathbf{Q} \text { at } Q_{x}, \\ f_{Q R}^{-1}\left(Q_{x}\right), & \text { if } f_{Q R}^{-1}\left(Q_{x}\right) \text { is to the left of } Q_{x},\end{cases}$ and the modified signal function $f_{\overline{R Q}}$, which is related to left optical lines, is defined in a similar manner. In the remaining part of this exposition, the symbols $f^{+}$and $f^{-}$will designate modified signal functions and not the forward and reverse signal functions of Secs. 1.A-1.G.

The events on any path can be indexed with the real numbers, to within an arbitrary strictly increasing linear transformation (KA, 7.3-7.5), in such a way that, for any two (collinear) paths $\mathbf{Q}$ and $\mathbf{T}$, the modified signal functions have the form (KA, Theorem 49, 7.5 and Theorem 51, 8.1)

$$
f_{Q S}^{+}\left(S_{t}\right)=Q_{\alpha_{Q, t} t+\gamma} \text { and } f_{Q S}\left(S_{t}\right)=Q_{\beta_{Q, v}+\delta},
$$

where $\alpha_{Q S}, \beta_{Q S}, \gamma, \delta$ are real-valued constants.
The directed rapidity of $\mathbf{Q}$ with respect to $\mathbf{S}$ is defined to be

$$
r_{Q S}=1 / 2 \log \left(\alpha_{Q S} \beta_{Q S}\right)
$$

(KA, 8.1) and for any three collinear paths $\mathbf{Q}, \mathbf{S}, \mathbf{T}$ it is shown (KA, Theorem 51, 81.) that

$$
r_{Q T}=r_{Q S}+r_{S T}
$$

so that rapidity may be regarded as a "natural measure for speed."

By considering signal functions between parallel paths, it is possible to represent an equivalence class of parallel paths as

$$
\left\{\mathbf{S}^{x}: x \text { real, } \mathbf{S}^{x} \in \Sigma\right\}
$$

with events

$$
\left\{S_{t}^{x}: t \text { real, } S_{t}^{x} \in \Sigma\right\}
$$

where the coefficients of the ordered pair ( $x ; t$ ) of reals are called position-time coordinates of the event $S_{t}^{x}$ (KA, 8.4). The set of all events in $\Sigma$, indexed by the corresponding posi-tion-time coordinates, is called a coordinate frame in $\Sigma$; the event $(0 ; 0)$ is called the origin in position-time of the coordinate frame; and the set of events $\{0 ; t) t$ real $\}$ is called the origin in position of the coordinate frame.

Finally, any path through the origin in position-time has coordinates which satisfy the equation

$$
x / t=\tanh r=v,
$$

where $r$ is the directed rapidity of the path and $v$ is the velocity of the path with respect to the coordinate frame (KA, Theorem 56, 8.4).

The reader is referred to KA Chaps. 4-8 for complete details of the definitions and theorems which have been briefly reviewed in this section.

## 2. THREE-DIMENSIONAL KINEMATICS

## A. The axiom of dimension

The axiom of dimension, which is required to specify the dimension of space-time could have been stated in several places within this axiomatic system and could even have been combined with the axiom of existence. However, this would have necessitated slight modifications ${ }^{21}$ to preceding axioms and theorems, and it therefore seemed more natural to regard the properties of existence and dimension as being independent.

Before stating the axiom it is necessary to define a concept which is closely related to the concept of dimension. If three distinct paths $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ of a SPRAY can be joined by a path $\mathbf{W}$ which is not in the SPRAY, we write $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ and say that the three paths are dependent (Fig. 5).

We say that $\mathbf{S}$ is dependent on $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}$ if $\overline{\mathbf{Q}^{(1)}} \mathbf{Q}^{(2)} \mathbf{S}$; otherwise, $\left\{\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{S}\right\}$ is an independent set of paths. Similarly, $T$ is dependent on $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}$ if there are paths $\mathbf{S}^{(1)}$, $\mathbf{S}^{(2)}$ each dependent on two of the three paths $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}$


FIG. 5. The paths $\mathbf{Q}, \mathbf{R}, \mathbf{S}$ are dependent.
such that $\overline{\mathbf{S}^{(1)} \mathbf{S}^{(2)} \mathbf{T}}$; otherwise, $\left\{\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}, \mathbf{T}\right\}$ is an independent set. Finally, $\mathbf{U}$ is dependent on $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}$, $\mathbf{Q}^{(4)}$ if there are paths $\mathbf{T}^{(1)}, \mathbf{T}^{(2)}$ each dependent on three of the four paths $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}, \mathbf{Q}^{(4)}$ such that $\overline{\mathbf{T}^{(1)} \mathbf{T}^{(2)} \mathbf{U}}$.

The following definition enables us to specify the dimension of space-time. A SPRAY is a-SPRAY if $(i)$ it contains four independent paths $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}, \mathbf{Q}^{(4)}$ and (ii) all paths of the SPRAY are dependent on $\mathbf{Q}^{(1)}, \mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}$, $Q^{(4)}$.

Axiom IX, 2.11 (dimension): If the set of SPRAYs is nonempty, then there is at least one 3-SPRAY.

## B. Geometric properties of simultaneously coincident subsets

Lemma 2.21: Each 3-SPRAY is a three-dimensional ordered geometry.

Proof: The proof consists in showing that the axioms for an ordered geometry, as given by Veblen, ${ }^{14,22}$ are satisfied.

Lemma: 2.31: Each 3-SPRAY is a locally compact projective metric space.

Lemma: 2.32: (i) Isotropy mappings are order-preserving bijections on $\mathscr{M}$ and map signals onto signals. (ii) Relative rapidity is an invariant under isotropy mappings.

Theorem 2.33: Each 3-SPRAY is a hyperbolic space of three dimensions with curvature of -1 : the "points" of the space are the paths of the 3-SPRAY and relative rapidity is an intrinsic metric.

## C. Characterization of Minkowski space-time

The usual characterization of Minkowski space-time in terms of coordinate frames and the inhomogenous Lorentz transformations between them, as well as the kinematic description of the trajectories of paths, now follows according to the treatment given in $\mathrm{KA}^{23}(9.1-9.7$, Appendix 2).

The existence of optical lines may be established by considering any two given signal-related events and the set of all events which are signal related to both of them. Each of these events must satisfy two equations similar to Eq. (2) of Theorem 61 (KA, 9.5). For any given value of coordinate time these equations describe sets of events lying on nonconcentric spheres (in position space) with one point of tangency, so the set of all signal-related events is a linearly ordered set as described in Theorem 65 (KA, 9.7).

Minkowski space-time is now fully characterized in terms of the conventional coordinate frames and the Lorentz transformations between them, together with the trajectories of free particles and light signals which correspond, respectively, to paths and optical lines.

## 3. CONCLUSION

Minkowski space-time has been developed from nine axioms which describe the kinematic properties of free particles. Thus, it has been shown that the axiomatic system is categoric. The question of independence of the axioms has not been discussed.

Many of the proofs ${ }^{11}$ involve methods which are essentially global in character : for example, the theory of collin-
earity developed in Sec. 1.E and the theory of parallelism which leads to the kinematics of one-dimensional motion in KA. ${ }^{11}$ It is conceivable that global axioms, similar to those used here, might be sufficient to categorise other spacetimes with special symmetry properties, such as the de Sitter universe and the Robertson-Walker metrics, for example.

Einstein's theory of General Relativity describes spacetimes which need not have even local symmetries. Thus, some of the methods used here would require considerable modification before they could even be considered for an axiomatic system to describe general relativity. It appears that the pseudo-Riemannian space-times have somewhat independent substructures, namely, the causal, differentialtopological, conformal, projective, and metric structures. Causal and topological properties have been discussed by Kronheimer and Penrose ${ }^{12}$ while Castagnino, ${ }^{24}$ Kundt and Hoffman, ${ }^{25}$ Marzke and Wheeler, ${ }^{26}$ Pirani, ${ }^{27}$ and Synge ${ }^{28}$ have considered questions relating to time measurement and the definition of the metric tensor. Axiomatic systems for general relativity have been proposed by Reichenbach ${ }^{29}$ and Weyl, ${ }^{30}$ who showed how pseudo-Riemannian space-times could be developed from differentiable manifolds by considering the paths of freely falling particles and light signals. This approach has been futher developed by Castagnino, ${ }^{24}$ and by Ehlers, Pirani, and Schild ${ }^{31}$ and Woodhouse, ${ }^{13}$ who show how the different mathematical structures can be successively developed on a space-time manifold by considering axioms which describe the kinematic behavior of free particles and light signals.
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The spreading of free wave packets is expressed by means of the entropy of position for a certain class of states. Connection between such formulation and the usual treatment is discussed.
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## 1. INTRODUCTION

In quantum mechanics we may define a notion which is a measure of uncertainty of the localization of a particle in the space. If $\psi$ is a wavefunction which describes the state of the system then $|\psi|^{2}$ is the probability density on the position space. We may consider the quantity

$$
S\left(|\psi|^{2}\right)=-\int_{\mathbb{R}^{\prime}}|\psi(x)|^{2} \ln |\psi(x)|^{2} d x .
$$

It has the properties of an entropy and we call it the entropy of position. The uncertainty relation for position and momentum and spreading of a free wave packet expresses in principle the uncertainty of localization of a particle. The uncertainty of outcome of simultaneous measurement of position and momentum and increasing of uncertainty of position during the free movement of the particle would be expressed by means of such entropy. In Refs. 1 and 2 it was shown that the sum of these entropies for position and momentum in a given pure state is bounded from below. Using this inequality in the papers quoted above the authors derived the uncertainty relation in the usual form.

This article is an attempt to express the fact of spreading of a wave packet for a free particle by means of entropy of position. We also compare such formulation with the usual one.

## 2. ENTROPY OF POSITION

We consider a moving particle on a real line $\mathbb{R}^{1}$. (An extension of our result to higher dimensions is obvious.) The Hilbert space corresponding to this system is $L^{2}(\mathbb{R}, d x)$-the space of square-integrable functions with the Lebesgue measure on a line. The position operator of the particle is defined as follows $(Q \psi)(x)=x \psi(x)$ for every $x \in \mathbb{R}^{1}$ and all wave functions $\psi \in D(Q)$-the dense domain of $Q$ in $L^{2}\left(\mathbb{R}^{1}, d x\right)$. From the spectral theorem ${ }^{3}$ we know that for every Borel set $\Delta \in \mathscr{B}\left(\mathbb{R}^{1}\right)\left[\mathscr{B}\left(\mathbb{R}^{1}\right)-\sigma\right.$-algebra of Borel sets on $\left.\mathbb{R}^{1}\right]$ a projector $E(\Delta)$ corresponding to $Q$ is defined by the equality

$$
(E(\Delta) \psi)(x)=\chi_{\Delta}(x) \psi(x),
$$

for every $\psi \in L^{2}\left(\mathbb{R}^{1}, d x\right)$, where $\chi_{\Delta}(x)$ is a characteristic function of $\Delta$.

The probability that the measurement of $Q$ in a state $\psi$ gives a result in the Borel set $\Delta$, is $\mu_{Q}^{\psi}(\Delta)=\int_{\Delta}|\psi(x)|^{2} d x$. Thus for position measurement in a pure state the RadonNikodym derivative is $p(x)=|\psi(x)|^{2}$ and the entropy of position in a state $\psi$ is equal to

$$
\begin{equation*}
S\left(|\psi|^{2}\right)=-\int|\psi(x)|^{2} \ln |\psi(x)|^{2} d x \tag{1}
\end{equation*}
$$

The possibilities of defining and the general properties of the entropy of an observable were investigated for observables with purely discrete spectrum, ${ }^{4}$ for observables with absolutely continuous spectrum ${ }^{5}$ and for generalized observables. ${ }^{6}$ In Refs 5 and 6 we obtained some inequalities for a von Neumann measurement of an observable with continuous spectrum and for a fuzzy observable which confirm our interpretation of (1) as an uncertainty of an outcome of an observable measurement.

## 3. ENTROPY OF POSITION AND A FREE WAVE PACKET

The dynamics of the particle is described by the group of unitary operators $U(t)=e^{-i t H_{0}}$ where $H_{0}=p^{2} / 2 m, p$ the operator of momentum, $m$-mass of the particle.

We show, that for a certain class of wavefunctions the effect of spreading of the wave packets may be expressed by means of the entropy of position.

Let $\psi \in L^{2}\left(\mathbb{R}^{1}\right) \cap L^{1}\left(\mathbb{R}^{1}\right)$ and $\|\psi\|_{2}=1$, then for $t>0$ we have the following inequality:

$$
\begin{equation*}
S\left(|\psi|^{2}\right)+S\left(|\psi(t)|^{2}\right)>\ln (e t \pi / m) \tag{2}
\end{equation*}
$$

where $\psi(t)=e^{-i t H_{0}} \psi$. To show (2) we need the following result of Ref. 1.

Let $\psi \in L^{p}\left(\mathbb{R}^{\prime \prime}\right)$ - the space of $p$-integrable functions with norm for $1 \leqslant p \leqslant 2$

$$
\|\psi\|_{p}=\left(\int|\psi(x)|^{p} d^{n} x\right)^{1 / p}
$$

and

$$
\hat{\psi}(k)=\frac{1}{\sqrt{(2 \pi)^{n}}} \int e^{-i k x} \psi(x) d^{n} x
$$

is a Fourier transform of $\psi$, then

$$
\begin{equation*}
\|\hat{\psi}\|_{p^{\prime}} \leqslant C\left(p^{\prime}, p\right)\|\psi\|_{p} \tag{2a}
\end{equation*}
$$

where
$C\left(p^{\prime}, p\right)=\left(\frac{2 \pi}{p^{\prime}}\right)^{n / 2 p^{\prime}}\left(\frac{2 \pi}{p}\right)^{-n / 2 p}, \quad$ and $\frac{1}{p^{\prime}}+\frac{1}{p}=1$.
We take an explicit form $U(t)=e^{-i t H_{0}}$ for $t \in \mathbf{R}^{1}$ and $\psi \in L^{2}\left(\mathbf{R}^{1}\right)^{7}$ :

$$
\begin{align*}
\psi(x, t) & =\left(e^{-i t H_{0}} \psi\right)(x) \\
& =\operatorname{lii.m.~}_{R \rightarrow \infty}\left(\frac{m}{2 \pi i t}\right)^{1 / 2} \int_{|y|<R} e^{i m|x-y|^{2} / 2 t} \psi(y) d y \tag{3}
\end{align*}
$$

where 1.i.m. denotes the limit in the $L^{2}$-norm. Using

$$
\begin{aligned}
& \psi \in L^{2}\left(\mathbb{R}^{1}\right) \cap L^{1}\left(\mathbb{R}^{1}\right) \text { and } \\
& \exp \left(\frac{m i|x-y|^{2}}{2 t}\right) \\
& \quad=\exp \left(\frac{m i x^{2}}{2 t}\right) \exp \left(-\frac{i m x y}{t}\right) \exp \left(\frac{m i y^{2}}{2 t}\right)
\end{aligned}
$$

we have

$$
\psi(x, t)=\left(\frac{m}{i t}\right)^{1 / 2} \exp \left(\frac{i m x^{2}}{2 t}\right) \hat{F}_{t}\left(\frac{m x}{t}\right)
$$

$$
F_{t}(y)=\exp \left(\frac{i m y^{2}}{2 t}\right) \psi(y)
$$

Now we obtain

$$
\begin{align*}
\|\psi(t)\|_{p^{\prime}} & =\left(\frac{m}{t}\right)^{1 / 2}\left\|\hat{F}_{t}\left(\frac{m \cdot}{t}\right)\right\|_{p^{\prime}} \\
& =\left(\frac{t}{m}\right)^{-\left\{(1 / 2)-\left(1 / p^{\prime}\right)\right]}\left\|\hat{F}_{2}\right\|_{p^{\prime}} \\
& \leqslant\left(\frac{t}{m}\right)^{-\left[(1 / 2)-\left(1 / p^{\prime}\right)\right]} C\left(p^{\prime}, p\right)\left\|F_{t}\right\|_{p} \\
& =\left(\frac{t}{m}\right)^{-\left[(1 / 2)-\left(1 / p^{\prime}\right)\right]} C\left(p^{\prime}, p\right)\|\psi\|_{p}, \tag{4}
\end{align*}
$$

where in the second equality we have changed the variable in the integral, then we have used the mentioned inequality ( 2 a ) for the Fourier transform. Using $\left(1 / p^{\prime}\right)+(1 / p)=1$ we may write (4) in the form
$f\left(p^{\prime}\right)=\left(\frac{t}{m}\right)^{-\left\{(1 / 2)-\left(1 / p^{\prime}\right) \mid\right.} C\left(p^{\prime}, p\right)\|\psi\|_{p}-\|\psi(t)\|_{p^{\prime}} \geqslant 0$,
for $p^{\prime} \geqslant 2$, The function $f$ is equal to zero at $p^{\prime}=2$ because $\|\psi\|_{2}=\|\psi(t)\|_{2}$ and $C(2,2)=1$. Thus the right derivative of $f\left(p^{\prime}\right)$ at $p^{\prime}=2$ must be nonnegative. Because $\psi \in L^{2} \cap L^{1}$, $\exp \left(-i t H_{0}\right)$ extends uniquely to a map from $L^{p}\left(\mathbb{R}^{1}\right)$ to $L^{p^{\prime}}\left(\mathbb{R}^{\prime}\right)$ by the Riesz-Thorin theorem ${ }^{8}$ for $p^{\prime} \in[2, \infty]$ (for details see Ref. 8, proof of Theorem IX. 30). The function $f\left(p^{\prime}\right)$ is determined on the interval $[2, \infty]$ and we may take such derivatives. For $\|\psi\|_{2}=1$, the right derivative of $f\left(p^{\prime}\right)$ at $p^{\prime}=2$ reduces to (2).

Equality in (2) holds if

$$
\psi(y) \exp \left(\frac{i m y^{2}}{2 t}\right)=\exp \left(-a y^{2}\right)
$$

Such a function $\psi$ does not exist because $\psi$ is not a function of time. We have sharp inequality but $\ln (\pi e t / m)$ is the best possible lower bound for the sum $S\left(|\psi|^{2}\right)$ and $S\left(|\psi(t)|^{2}\right)$.

Using the concavity of entropy we may extend our inequality to mixed states, which have the following spectral decomposition $\rho=\Sigma p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, where $\left|\psi_{i}\right\rangle$ is the basis from $L^{2} \cap L^{1}$. Extension to $L^{2}\left(\mathbb{R}^{n}\right)$ is trivial and yields $n \ln (\pi e t / m)$ in (2).

From (2) we see that the sum of uncertainties of localization of a particle at $t=0$ and $t>0$ is bounded from below by an increasing function of time (logarithm). For two instants of time $t_{2}>t_{1}$ such that

$$
\ln \left(\pi e t_{2} / m\right) \geqslant S\left(\left|\psi\left(t_{1}\right)\right|^{2}\right)+S\left(|\psi|^{2}\right)
$$

we have

$$
S\left(\left|\psi\left(t_{2}\right)\right|^{2}\right) \geqslant S\left(\left|\psi\left(t_{1}\right)\right|^{2}\right) .
$$

If we wait sufficiently long then the uncertainty $S\left(|\psi(t)|^{2}\right)$ will increase. Thus (2) in a certain manner reflects the spreading of the free wave packets.

## 4. DISCUSSION

Usually in textbooks on quantum mechanics (for example Ref. 9) the spreading of free wave packets is expressed by means of the quantity
$\Delta Q^{2}=\int(x-\langle Q\rangle)^{2}|\psi(x)|^{2} d x, \quad$ where $(Q)=(\psi, Q \psi)$.
Further for $\psi \in D(Q) \cap D(P)$, where $D(P)$ is a domain of momentum $P$ we obtain

$$
\begin{aligned}
\Delta Q_{t}^{2}= & \Delta Q^{2}+2\left[\frac{1}{2}\langle Q P+P Q\rangle-\langle Q\rangle\langle P\rangle\right] \frac{t}{m} \\
& +\Delta P^{2} \frac{t^{2}}{m^{2}}
\end{aligned}
$$

where

$$
\Delta P^{2}=\int(p-\langle P\rangle)^{2}|\hat{\psi}(p)|^{2} d p
$$

Thus the standard deviation of position $\Delta Q_{t}^{2}$ is an increasing function of time at least starting from a certain point at which it takes minimum. This means that the uncertainty (according to this measure) of particle position will systematically increase if we wait sufficiently long. When $\psi \in D(Q)$, then $\Delta Q^{2}=\infty$, and it is not a good measure of spreading of the free packets. Inequality (2) enlarges the set of wavefunctions for which we consider the effect of spreading. In $L^{1} \cap L^{2}$ there exist the functions for which $\Delta Q^{2}=\infty$ but the entropy of position is finite. The following function is a simple example

$$
x=\sqrt{2} \frac{1}{x^{3 / 2}} \chi_{(1, \infty)}(x)
$$

where $\mathcal{X}_{(1, \infty)}(x)$ is a characteristic function of interval $[1, \infty]$. If $\psi \in D(Q) \cap D(P)$ and is integrable then of course the entropy is also finite.

We will show how (2) is connected with the usual description of spreading of wave packets for the free evolution. Let

$$
\begin{aligned}
& \mathfrak{R}_{0}=\left\{|\psi(x)|^{2} ; \quad \int(x-\langle Q\rangle)^{2}|\psi(x)|^{2} d x=\Delta Q^{2}\right\} \\
& \mathfrak{M}_{t}=\left\{|\psi(x, t)|^{2} ; \quad \int\left(x-\langle Q\rangle_{t}\right)^{2}|\psi(x, t)|^{2} d x=\Delta Q_{t}^{2}\right\}
\end{aligned}
$$

be two sets of wavefunctions (the functions are determined up to a factor $e^{i f(x)}, f$-real function on $\mathbb{R}^{1}$ ) with a finite variance at $t=0$ and $t>0$. Only for such sets does the position observable exists. ${ }^{10}$ Moreover, for every function belonging to these sets $S\left(|\psi|^{2}\right)$ and $S\left(|\psi(t)|^{2}\right)$ are finite. Nodifficulties with the interpretation of $S= \pm \infty$ arise. The states $\psi \in \mathfrak{M}_{0}$ with maximal entropy of position has the following density of probability distribution

$$
|\psi(x)|_{G}^{2}=\left(2 \pi \Delta Q^{2}\right)^{-1 / 2} \exp \left(-\frac{(x-\langle Q\rangle)^{2}}{2 \Delta Q^{2}}\right)
$$

and similarly

$$
|\psi(x, t)|_{G}^{2}=\left(2 \pi \Delta Q_{t}^{2}\right)^{-1 / 2} \exp \left(-\frac{\left(x-\langle Q\rangle_{t}\right)^{2}}{2 \Delta Q_{i}^{2}}\right)
$$

Thus we obtain

$$
\begin{aligned}
S\left(|\psi|^{2}\right)+S\left(|\psi(t)|^{2}\right) & \leqslant S\left(|\psi|_{G}^{2}\right)+S\left(|\psi(t)|_{G}^{2}\right) \\
& =\frac{1}{2} \ln 4 \pi^{2} e^{2} \Delta Q^{2} \Delta Q_{t}^{2}
\end{aligned}
$$

Using (2) and the last inequality we have

$$
\Delta Q^{2} \Delta Q_{t}^{2}>\left(t^{2} / 4 m^{2}\right)
$$

We see that for $t>2 \Delta Q^{2} m$

$$
\Delta Q_{t}^{2}>\Delta Q^{2}
$$

holds. For a time smaller than $2 \Delta Q^{2} m$ from (2) we do not obtain any information above the behavior of the variance. Equation (2) becomes an equality on the Gaussian state for an asymptotic formula of $e^{-i t H_{o}}$.

$$
\left(e^{-i t H_{0}} \psi\right)(x) \rightarrow\left(\frac{m}{i t}\right)^{1 / 2} \hat{\psi}\left(\frac{m x}{t}\right)
$$

in the sense that the difference goes to zero in the $L^{2}$-norm at $t \rightarrow \infty$. It is a slight modification of IX. 33 in Ref. 7. For long times, factors of the form $\exp \left(i m x^{2} / 2 t\right)$ may be neglected. A simple calculation for the asymptotic formula and $\psi \in D(Q) \cap D(P)$ shows that

$$
\Delta Q_{t}^{2}=\left(\frac{t^{2}}{m^{2}}\right) \Delta P^{2}, \quad \text { and } \quad \Delta Q_{t}^{2} \Delta Q^{2} \geqslant\left(\frac{t^{2}}{4 m^{2}}\right) .
$$

The last inequality becomes an equality also on the Gaussian state. We see that our result agrees with the usual formulation for great values of time.

Using (3) simple calculations show that for $\psi \in L^{1} \Omega L^{2}$ a more elementary notion also expresses the effect of spreading

$$
\mu_{Q}^{\psi(t)}([a, b])=\int_{a}^{b}|\psi(x, t)|^{2} d x \rightarrow 0
$$

when $t \rightarrow \infty$.
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The nonrelativistic Coulomb Green's function $G^{(+)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, k\right)$ is evaluated by explicit summation over discrete and continuum eigenstates in parabolic coordinates. This completes the derivation of Meixner, who was able to obtain only the $\mathbf{r}_{1}=0$ and $\mathbf{r}_{2} \rightarrow \infty$ limiting forms of the Green's function. Further progress is made possible by an integral representation for a product of two Whittaker functions given by Buchholz. We obtain the closed form for the Coulomb Green's function previously derived by Hostler, via an analogous summation in spherical polar coordinates. The Rutherford scattering limit of the Green's function is also demonstrated, starting with an integral representation in parabolic coordinates.
PACS numbers: $03.65 . \mathrm{Db}, 02.30 . \mathrm{Hq}, 02.30 . \mathrm{Gp}$

## 1. INTRODUCTION

The nonrelativistic Coulomb Green's function $G\left(\mathbf{r}_{1}, \mathbf{r}_{2}, k\right)[G(1,2, k)$ for short $]$ is the solution under specified boundary conditions of the equation

$$
\begin{equation*}
\left(k^{2}+\nabla_{1}^{2}+2 Z / r_{1}\right) G\left(\mathbf{r}_{1}, \mathbf{r}_{2}, k\right)=\delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \tag{1.1}
\end{equation*}
$$

Atomic units: $h=m=e=1$, are employed for convenience. Any Green's function can, in principle, be constructed from its spectral representation

$$
\begin{equation*}
G(1,2, k)=\sum_{n} \frac{\psi_{n}(1) \psi_{n}^{*}(2)}{k^{2}-\epsilon_{n}}, \tag{1.2}
\end{equation*}
$$

the summation running over the complete set of discrete and continuum eigenstates. Meixner ${ }^{1}$ in 1933 attempted to evaluate the Coulomb Green's function by explicit summation over eigenfunctions in parabolic coordinates. He was able, however, to obtain closed forms only in the special cases $\mathbf{r}_{1}=0$ and $\mathbf{r}_{2} \rightarrow \infty$. Hostler ${ }^{2}$ first worked out the general closed-form expression for $G(1,2, k)$ by summing over Coulomb eigenfunctions in spherical polar coordinates. A key element in Hostler's derivation was an integral representation for a product of two Whittaker functions given by Buchholz. ${ }^{3}$

We shall demonstrate in this paper that Hostler's result can also be derived by working in parabolic coordinates. We will thus explicitly complete the work of Meixner. In addition, we shall obtain in straightforward fashion the Rutherford scattering limit of the Green's function and also a possible starting point for a compact treatment of the Stark effect.

## 2. COULOMB EIGENFUNCTIONS IN PARABOLIC COORDINATES

Parabolic coordinates ( $\xi, \eta, \phi$ ) can be defined in terms of spherical polar coordinates $(r, \theta, \phi)$ and Cartesian coordinates ( $x, y, z$ ) by the relations

$$
\begin{align*}
& \xi=r(1+\cos \theta)=r+z, \\
& \eta=r(1-\cos \theta)=r-z, \\
& \phi=\phi=\tan ^{-1}(y / x) . \tag{2.1}
\end{align*}
$$

Conversely

$$
x=(\xi \eta)^{1 / 2} \cos \phi, \quad y=(\xi \eta)^{1 / 2} \sin \phi,
$$

$$
\begin{equation*}
z=\frac{1}{2}(\xi-\eta), \quad r=\frac{1}{2}(\xi+\eta) . \tag{2.2}
\end{equation*}
$$

The volume element is given by

$$
\begin{equation*}
d^{3} \mathbf{r}=\frac{1}{4}(\xi+\eta) d \xi d \eta d \phi \quad(0 \leqslant \xi, \eta \leqslant \infty, 0 \leqslant \phi \leqslant 2 \pi), \tag{2.3}
\end{equation*}
$$

and the Laplacian operator by

$$
\begin{equation*}
\nabla^{2}=\frac{4}{\xi+\eta}\left(\frac{\partial}{\partial \xi} \xi \frac{\partial}{\partial \xi}+\frac{\partial}{\partial \eta} \eta \frac{\partial}{\partial \eta}\right)+\frac{1}{\xi \eta} \frac{\partial^{2}}{\partial \phi^{2}} . \tag{2.4}
\end{equation*}
$$

The Coulomb Schrödinger equation

$$
\begin{equation*}
\left(\epsilon+\nabla^{2}+2 Z / r\right) \psi=0, \quad \epsilon=2 E=k^{2} \tag{2.5}
\end{equation*}
$$

is separable in parabolic coordinates as well as spherical polar coordinates. The factorization
$\psi(\xi, \eta, \phi)=f_{1}(\xi) f_{2}(\eta) e^{i m \phi}, \quad m=0, \pm 1, \pm 2, \cdots$,
leads to the ordinary differential equations ${ }^{4}$

$$
\begin{align*}
& \frac{d}{d \xi}\left(\xi \frac{d f_{1}}{d \xi}\right)+\left(Z_{1}+\frac{k^{2} \xi}{4}-\frac{m^{2}}{4 \xi}\right) f_{1}(\xi)=0 \\
& \frac{d}{d \eta}\left(\eta \frac{d f_{2}}{d \eta}\right)+\left(Z_{2}+\frac{k^{2} \eta}{4}-\frac{m^{2}}{4 \eta}\right) f_{2}(\eta)=0 \tag{2.7}
\end{align*}
$$

where

$$
\begin{equation*}
Z_{1}+Z_{2}=Z \tag{2.8}
\end{equation*}
$$

Either $Z_{1}$ or $Z_{2}$ labels the one-parameter family of degenerate eigenstates for each value of $\epsilon=k^{2}$.

The subtitutions

$$
\begin{align*}
& f(x)=x^{-1 / 2} M(-i k x), \\
& x=\xi, \eta, \quad z \equiv-i k x, \quad v_{1,2} \equiv Z_{1,2} / k, \tag{2.9}
\end{align*}
$$

bring (2.7) into the form of Whittaker's differential equation $M^{\prime \prime}(z)+\left(-\frac{1}{4}+\frac{i v}{z}+\frac{1-m^{2}}{4 z^{2}}\right) M(z)=0$.
The solutions to (2.10) regular at $x=0$ are the Whittaker functions $M_{ \pm i v}^{m / 2}(\mp i k x) .{ }^{5}$ For $m \geqslant 0$

$$
\begin{align*}
& M_{ \pm i v}^{m / 2}(\mp i k x) \\
& =(m!)^{-1}(\mp i k x)^{(m+1) / 2} e^{\mp i k x / 2} \\
& \quad \quad \times{ }_{1} F_{1}((m+1) / 2 \pm i v ; m+1 ; \pm i k x) \tag{2.11}
\end{align*}
$$

where ${ }_{1} F_{1}$ is a confluent hypergeometric function. For $m<0$,
the corresponding Whittaker functions are given through the identity

$$
\begin{align*}
& \Gamma((1-m) / 2-i v) M_{i v}^{-m / 2}(-i k x) \\
& \quad=\Gamma((1+m) / 2-i v) M_{i v}^{m / 2}(-i k x) \tag{2.12}
\end{align*}
$$

The functions (2.11) with alternative choice of signs are related by

$$
\begin{equation*}
M_{-i v}^{m / 2}(i k x)=e^{i \pi(m+1) / 2} M_{i v}^{m / 2}(-i k x) \tag{2.13}
\end{equation*}
$$

which shows incidentally that $e^{i \pi(m+1)^{4}} M_{i v}^{m / 2}(-i k x)$ is a real function.

The asymptotic form for $M$ as $x \rightarrow \infty$ is given by ${ }^{5}$ :

$$
\begin{align*}
& M_{i v}^{m / 2}(-i k x) \sim e^{-\pi v / 2}\left[\frac{(k x)^{-i v} e^{-i k x / 2}}{\Gamma((m+1) / 2-i v)}\right. \\
&\left.+e^{-i \pi(m+1) / 2} \frac{(k x)^{i} e^{i k x / 2}}{\Gamma((m+1) / 2+i v)}\right] . \tag{2.14}
\end{align*}
$$

For positive energy, the wavenumber $k$ is real; to avoid divergences in the wavefunctions (2.9) we must require that

$$
\begin{equation*}
|\operatorname{Im} v| \leqslant \frac{1}{2} \tag{2.15}
\end{equation*}
$$

Positive-energy eigenstates can be specified by the two continuous quantum numbers

$$
\begin{equation*}
v_{1} \equiv Z_{1} / k \text { and } v_{2} \equiv Z_{2} / k . \tag{2.16}
\end{equation*}
$$

Thus, Eq. (2.8) implies

$$
\begin{equation*}
k=Z /\left(v_{1}+v_{2}\right) . \tag{2.17}
\end{equation*}
$$

It is sufficient to assume $k \geqslant 0$ and to choose real values for $v_{1}$ and $v_{2}$. Then both $v_{1}$ and $v_{2}$ can run over the range
( $-\infty,+\infty$ ) but, by virtue of (2.17), their sum must be nonnegative:

$$
\begin{equation*}
v_{1}+v_{2} \geqslant 0 . \tag{2.18}
\end{equation*}
$$

For compactness, we shall continue to write $k$ in the arguments of Whittaker functions, understanding $k$ to be a function of $v_{1}$ and $v_{2}$ via (2.17).

The foregoing considerations lead to the following posi-tive-energy Coulomb eigenfunctions in parabolic coordinates:

$$
\begin{align*}
& \psi_{v_{1} v_{2} m}(\xi, \eta, \phi)=e^{i \pi(m+1) / 2}(2 \pi)^{-3 / 2} Z^{-1 / 2} k e^{\pi\left(v_{1}+v_{2}\right) / 2} \\
& \times\left|\Gamma\left((m+1) / 2-i v_{1}\right)\right|\left|\Gamma\left((m+1) / 2-i v_{2}\right)\right|(\xi \eta)^{-1 / 2} \\
& \quad \times M_{i v_{1}}^{m / 2}(-i k \xi) M_{i v_{2}}^{m / 2}(-i k \eta) e^{i m \phi} . \tag{2.19}
\end{align*}
$$

The phase factor $e^{i \pi(m+1) / 2}$ is retained for later convenience. These continuum eigenfunctions are orthonormalized according to

$$
\begin{gather*}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{2 \pi} \psi_{v_{1}, v_{2} m}^{*}(\xi, \eta, \phi) \psi_{v_{i}^{\prime} v_{i}^{\prime} m^{\prime}}(\xi, \eta, \phi) \frac{1}{4}(\xi+\eta) d \xi d \eta d \phi \\
\quad=\delta\left(v_{1}-v_{1}^{\prime}\right) \delta\left(v_{2}-v_{2}^{\prime}\right) \delta_{m m^{\prime}} . \tag{2.20}
\end{gather*}
$$

Meixner ${ }^{1}$ and other authors employed eigenfunctions normalized to $\delta\left(k-k^{\prime}\right) \delta\left(\zeta-\zeta^{\prime}\right)$, in which $\zeta$ corresponds to our variable $\left(v_{1}-v_{2}\right) / 2$. The more symmetrical normalization scheme we have introduced will facilitate evaluation of the Green's function.

Equation (2.20) can be demonstrated with the help of the
following integrals over Whittaker functions:

$$
\begin{align*}
\int_{0}^{\infty} & M_{i v}^{m / 2}(-i k x) M_{i v}^{m / 2}\left(-i k^{\prime} x\right) d x \\
& =4 \pi e^{-i \pi(m+i) / 2} e^{-\pi v} \delta\left(k-k^{\prime}\right) /\left|\Gamma\left(\frac{m+1}{2}-i v\right)\right|_{11}^{2} \tag{2.21}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{\infty} M_{i v}^{m / 2}(-i k x) M_{i v^{\prime}}^{m / 2}(-i k x) x^{-1} d x \\
& \quad=4 \pi e^{-i \pi(m+1) / 2} e^{-\pi v} \delta\left(v-v^{\prime}\right) /\left|\Gamma\left(\frac{m+1}{2}-i v\right)\right|^{2} \tag{2.22}
\end{align*}
$$

Equation (2.21) also occurs in the normalization of spherical eigenfunctions. Both (2.21) and (2.22) can be demonstrated from integral representations of Whittaker functions in terms of Bessel functions ${ }^{7}$ with use of an integral given by Watson. ${ }^{8}$ More simply, by virtue of the fact that the principal contributions to (2.21) and (2.22) come from the asymptotic region $x \rightarrow \infty$, it suffices to approximate the Whittaker functions by their asymptotic forms (2.14). Using (2.16),
$\delta\left(v_{1}-v_{1}^{\prime}\right) \delta\left(k-k^{\prime}\right)=\left(Z_{2} / k^{2}\right) \delta\left(v_{1}-v_{1}^{\prime}\right) \delta\left(v_{2}-v_{2}^{\prime}\right)$,
$\delta\left(\nu_{2}-v_{2}^{\prime}\right) \delta\left(k-k^{\prime}\right)=\left(Z_{1} / k^{2}\right) \delta\left(\nu_{1}-v_{1}^{\prime}\right) \delta\left(v_{2}-v_{2}^{\prime}\right)$,
which completes the required normalization.
The negative-energy parabolic eigenfunctions are quite standard. ${ }^{9}$ Expressed in terms of Whittaker functions ${ }^{10}$ :

$$
\begin{aligned}
& \psi_{n_{1} n_{2} m}(\xi, \eta, \phi) \\
& =\frac{Z^{1 / 2}}{\pi^{1 / 2} n}\left[\frac{\left(|m|+n_{1}\right)!\left(|m|+n_{2}\right)!}{n_{1}!n_{2}!}\right]^{1 / 2}(\xi \eta)^{-1 / 2} \\
& \quad \times M_{n_{1}+(|m|+1) / 2}^{|m| / 2}(Z \xi / n) M_{n_{2}+(|m|+1) / 2}^{|m| / 2}(Z \eta / n) e^{i m \phi}, \\
& \quad n_{1}, n_{2}=0,1,2, \cdots ; m=0, \pm 1, \pm 2, \cdots ; \\
& \quad n=n_{1}+n_{2}+|m|+1=1,2,3, \cdots
\end{aligned}
$$

We shall also require Whittaker functions of the second kind, $W_{i v}^{m / 2}$ ( $-i k x$ ), which represent solutions to (2.10) having the form of outgoing waves. Specifically we note the transformation ${ }^{1 "}$

$$
\begin{align*}
M_{i v}^{m / 2}(-i k x)= & e^{-\pi v}\left[\frac{W_{-i v}^{m / 2}(i k x)}{\Gamma((m+1) / 2-i v)}\right. \\
& \left.+e^{-i(m+1) \pi / 2} \frac{W_{i v}^{m / 2}(-i k x)}{\Gamma((m+1) / 2+i v)}\right] \tag{2.25}
\end{align*}
$$

the identity ${ }^{12}$

$$
\begin{equation*}
W_{i v}^{-m / 2}(-i k x)=W_{i v}^{m / 2}(i k x) \tag{2.26}
\end{equation*}
$$

and the asymptotic form as $x \rightarrow \infty^{13}$

$$
\begin{equation*}
W_{i v}^{m / 2}(-i k x) \sim(-i k x)^{i v} e^{i k x / 2} \tag{2.27}
\end{equation*}
$$

Note that Eq. (2.14) also follows from (2.25) with (2.27).
For values of $v$ occurring in the discrete spectrum [cf. (2.24)] the two types of Whittaker functions become proportional. ${ }^{14}$ Specifically
$W_{n^{\prime}+(m+1) / 2}^{m / 2}(z)=(-)^{n^{\prime}}\left(n^{\prime}+m\right)!M_{n^{\prime}+(m+1) / 2}^{m}(z)$.

A key result, both in Hostler's derivation and in the present work, is an integral representation for a product of two Whittaker functions given by Buchholz. ${ }^{3}$ With appropriate specialization of the variables, we write

$$
\begin{align*}
& \Gamma((m+1) / 2-i v) M_{i v}^{m / 2}(-i k y) W_{i v}^{m / 2}(-i k x) \\
& =(-i)^{m+1} k(x y)^{1 / 2} \int_{0}^{\infty} d s \exp \left[+\frac{i}{2} k(x+y) \cosh s\right] \\
& \quad \times J_{m}(k \sqrt{x y} \sinh s)[\operatorname{coth}(s / 2)]^{2 i v}, \\
& \quad \operatorname{Re}((m+1) / 2-i v)>0, \quad \operatorname{Im} k>0, \quad x>y . \tag{2.29}
\end{align*}
$$

## 3. EVALUATION OF THE GREEN'S FUNCTION

The summation (1.2) explicitly written out in terms of discrete and continuum parabolic quantum numbers becomes

$$
\begin{align*}
G(1,2, k)= & \sum_{m=-\infty}^{\infty}\left[\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty}\left(k^{2}+\frac{Z^{2}}{n^{2}}\right)^{-1} \psi_{n_{1} n_{2} m}(1)\right.  \tag{1}\\
& \times \psi_{n_{1} n_{2} m}^{*}(2)+\int_{-\infty}^{\infty} d v_{1} \int_{-\infty}^{\infty} d v_{2} \theta\left(v_{1}+v_{2}\right) \\
& \left.\times\left(k^{2}-\kappa^{2}\right)^{-1} \psi_{v_{1} v_{2} m}(1) \psi_{v_{1} v_{2} m}^{*}(2)\right] . \tag{3.1}
\end{align*}
$$

The Heaviside function

$$
\theta(x) \equiv \begin{cases}1, & \text { for } x \geqslant 0  \tag{3.2}\\ 0, & \text { for } x<0\end{cases}
$$

has been introduced to take account of the condition (2.18). The wavenumber in the eigenfunctions has been redesignated $\kappa$, to reserve $k$ for the Green's function. Putting in the eigenfunctions (2.19) and (2.24), we obtain

$$
\begin{align*}
& G(1,2, k)=\sum_{m=-\infty}^{\infty} \frac{e^{i m\left(\phi_{1}-\phi_{2}\right)}}{\left(\xi_{1} \xi_{2} \eta_{1} \eta_{2}\right)^{1 / 2}} \\
& \times\left\{\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty}\left(k^{2}+\frac{Z^{2}}{n^{2}}\right)^{-1} \frac{Z}{\pi n^{2}} \frac{\left(|m|+n_{1}\right)!\left(|m|+n_{2}\right)!}{n_{1}!n_{2}!}\right. \\
& \left.\times M_{n_{1}}^{|m| / 2 \mid(|m|+1) / 2}\left(Z \xi_{1} / n\right) M_{n_{1}}^{|m| / 2}| | m \mid+1\right) / 2 \\
& \left(Z \xi_{2} / n\right) \\
& \times M_{n_{2}+(|m|+1) / 2}^{|m| / 2}\left(Z \eta_{1} / n\right) M_{n_{2}+(|m|+1) / 2}^{|m| / 2}\left(Z \eta_{2} / n\right) \\
& +e^{i \pi(m+1)} \frac{Z}{8 \pi^{3} k^{2}} \int_{-\infty}^{\infty} d v_{1} \int_{-\infty}^{\infty} d v_{2} \theta\left(v_{1}+v_{2}\right) \\
& \times\left[\left(v_{1}+v_{2}\right)^{2}-Z^{2} / k^{2}\right]^{-1} e^{\pi\left(v_{1}+v_{2} \mid\right.} \\
& \times\left|\Gamma\left(\frac{m+1}{2}-i v_{1}\right)\right|^{2}\left|\Gamma\left(\frac{m+1}{2}-i v_{2}\right)\right|^{2} \\
& \times M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{1}\right) M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{2}\right)  \tag{3.3}\\
& \left.\times M_{i v_{2}}^{m / 2}\left(-i \kappa \eta_{1}\right) M_{i v_{2}}^{m / 2}\left(-i \kappa \eta_{2}\right)\right\} .
\end{align*}
$$

The $M$ function of the argument $\xi_{>}$(the greater of $\xi_{1}, \xi_{2}$ ) can be transformed to a sum of $W$ functions using (2.25). We find

$$
\begin{aligned}
& e^{i \pi(m+1) / 2} e^{\pi v_{1}}\left|\Gamma\left(\frac{m+1}{2}-i \nu_{1}\right)\right|^{2} \\
& \times M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{1}\right) M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{2}\right) \\
&=\Gamma\left(\frac{m+1}{2}+i v_{1}\right) M_{-i v_{1}}^{m / 2}\left(i \kappa \xi_{<}\right) W_{-i v_{1}}^{m / 2}\left(i \kappa \xi_{>}\right)
\end{aligned}
$$

$$
\begin{equation*}
+\Gamma\left(\frac{m+1}{2}-i \nu_{1}\right) M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{<}\right) W_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{>}\right) \tag{3.4}
\end{equation*}
$$

We have made use of (2.13) to get $M_{-i v_{1}}^{m / 2}$ to multiply $W^{m / 2}$. . Now the first term $\Gamma M W$ in (3.4) can be transformed into the second by the substitutions

$$
\begin{equation*}
v_{1} \rightarrow-v_{1}, \quad v_{2} \rightarrow-v_{2} . \tag{3.5}
\end{equation*}
$$

By applying this in the continuum integral and noting the identity

$$
\begin{equation*}
\theta\left(v_{1}+v_{2}\right)+\theta\left(-v_{1}-v_{2}\right)=1 \tag{3.6}
\end{equation*}
$$

the Heaviside function is eliminated.
The functions of $\eta_{1}$ and $\eta_{2}$ are transformed in an analogous way. Under the double integration, the two terms
$\Gamma M W$ make equal contributions. The continuum part of the Green's function thus reduces to the compact form

$$
\begin{align*}
& \frac{Z}{4 \pi^{3} k^{2}} \int_{-\infty}^{\infty} d v_{1} \int_{-\infty}^{\infty} d v_{2}\left[\left(v_{1}+v_{2}\right)^{2}-Z^{2} / k^{2}\right]^{-1} \\
& \quad \times \Gamma\left(\frac{m+1}{2}-i v_{1}\right) M_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{<}\right) W_{i v_{1}}^{m / 2}\left(-i \kappa \xi_{>}\right) \\
& \quad \times \Gamma\left(\frac{m+1}{2}-i v_{2}\right) M_{i v_{2}}^{m / 2}\left(-i \kappa \eta_{<} \mid W_{i v_{2}}^{m / 2}\left(-i \kappa \eta_{>}\right) .\right. \tag{3.7}
\end{align*}
$$

The integrals in (3.7) can be most readily evaluated by interpreting them as contour integrals in the complex planes of $v_{1}$ and $v_{2}$. The integrand is an analytic function of each variable in its lower half-plane with the exception of a set of simple poles. One should verify this, in particular, for $v_{2}=0$ and $v_{1} \rightarrow 0$ with $\operatorname{Im} v_{1}<0$. This corresponds to $\kappa=Z / v_{1} \rightarrow \infty$ with $\operatorname{Im} \kappa>0$. From (2.23) and (2.27) we find the relevant asymptotic dependence

$$
\begin{align*}
& \Gamma((m+1) / 2-i v) M_{i v}^{m / 2}\left(-i \kappa x_{<}\right) W_{i v}^{m / 2}\left(-i \kappa x_{>}\right) \\
& \quad \sim e^{i \kappa(x,-x,) / 2}, \tag{3.8}
\end{align*}
$$

which approaches zero as $|\kappa| \rightarrow \infty$ with $\operatorname{Im} \kappa>0$. By virtue of (2.12) and (2.26), $m$ in the functions $\Gamma M W$ can be replaced by $|m|$. This will make more explicit the poles of the integrand.

We note also the asymptotic behavior as $v_{1} \rightarrow \infty$ with $v_{2}$ fixed. As $k \rightarrow 0^{15}$

$$
\begin{equation*}
\Gamma((m+1) / 2-i v) M_{i v}^{m / 2}(-i k y) W_{i v}^{m / 2}(-i k x) \sim k . \tag{3.9}
\end{equation*}
$$

Thus each factor $\Gamma M W \sim \boldsymbol{v}_{1}{ }^{-1}$. Including the energy denominator $\left(\sim v_{1}{ }^{-2}\right)$, the entire integrand behaves as $v_{1}{ }^{-4}$ when $\left|\boldsymbol{v}_{1}\right| \rightarrow \infty$.

Evidently, the $v_{1}$ integral can be evaluated by application of the residue theorem after the contour is closed from below with a semicircle at infinity. As $\left|v_{1}\right| \rightarrow \infty$, the contribution from the semicircle approaches zero as a result of the asymptotic behavior discussed above. The singular points in the integrand arise from the factors $\Gamma\left((|m|+1) / 2-i v_{1}\right)$ and $\left[\left(v_{1}+v_{2}\right)^{2}-Z^{2} / k^{2}\right]^{-1}$. The gamma function has poles at the points

$$
\begin{equation*}
v_{1}=-i\left((|m|+1) / 2+n_{1}\right), \quad n_{1}=0,1,2, \cdots \tag{3.10}
\end{equation*}
$$

with the corresponding residues $i(-)^{n_{1} / n_{1}!\text {. The energy de- }}$
nominator has a pole in the lower half-plane at $\kappa=k+i \delta$ or

$$
\begin{equation*}
v_{1}=-v_{2}+Z / k-i \delta^{\prime} \tag{3.11}
\end{equation*}
$$

with residue $k / 2 Z . \operatorname{Im} k>0$ is taken, such that the resulting Green's function will correspond to $G^{(+)}(1,2, k)$.

The $v_{1}$ integral thereby reduces to $(-2 \pi i)$ times the sum of the residues in the lower half-plane. The continuum integral (3.7) can thereby be expressed as a sum of two contributions: (3.12) plus (3.13). From the poles of the gamma function [cf. (3.10)]:

$$
\begin{align*}
& -2 \pi i \frac{Z}{4 \pi^{3} k^{2}} \sum_{n_{1}=0}^{\infty} \frac{i(-)^{n_{1}}}{n_{1}!} \\
& \quad \times \int_{-\infty}^{\infty} d v_{2}\left[\left(v_{1}^{\prime}+v_{2}\right)^{2}-\frac{Z^{2}}{k^{2}}\right]^{-1} \\
& \times M_{i v_{i}}^{|m| / 2}\left(-i \kappa^{\prime} \xi_{<}\right) W_{i v_{i}^{\prime}}^{|m| / 2}\left(-i \kappa^{\prime} \xi_{>}\right) \Gamma\left(\frac{|m|+1}{2}-i v_{2}\right) \tag{3.12}
\end{align*}
$$

$$
\begin{gathered}
\times M_{i v_{2}}^{|m| / 2}\left(-i \kappa^{\prime} \eta_{<}\right) W_{i v_{2}}^{|m| / 2}\left(-i \kappa^{\prime} \eta_{>}\right), \\
v_{1}^{\prime} \equiv-i\left(\frac{|m|+1}{2}+n_{1}\right), \quad \kappa^{\prime} \equiv Z /\left(v_{1}^{\prime}+v_{2}\right)
\end{gathered}
$$

From the energy factor [cf. (3.11)]:

$$
\begin{aligned}
& -2 \pi i \frac{Z}{4 \pi^{3} k^{2}} \frac{k}{2 Z} \int_{-\infty}^{\infty} d v_{2} \Gamma\left(\frac{|m|+1}{2}-i v+i v_{2}\right) \\
& \times M_{i v-i v_{2}}^{|m| / 2}\left(-i k \xi_{<}\right) W_{i v-i v_{2}}^{|m| / 2}\left(-i k \xi_{<}\right)
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.\times \Gamma\left(\frac{|m|+1}{2}-i v_{2}\right) M_{i v_{2}}^{|m| / 2} \right\rvert\,-i k \eta_{<}\right) \\
& \times W_{i v_{2}}^{|m| / 2}\left(-i k \eta_{>}\right) \quad(v \equiv Z / k) \tag{3.13}
\end{align*}
$$

The second integration in (3.12) can be carried out in an exactly analogous way. The $v_{2}$ contour, again closed by an infinite semicircle in the lower half-plane, encloses only the poles of $\Gamma\left((|m|+1) / 2-i v_{2}\right)$, at the points
$v_{2}=-i\left((|m|+1) / 2+n_{2}\right), \quad n_{2}=0,1,2, \cdots$.
Thus, in Eq. (3.12),

$$
\begin{align*}
& v^{\prime}=-i\left(n_{1}+n_{2}+|m|+1\right) \equiv-i n, \quad n=1,2,3, \cdots \\
& \kappa^{\prime}=Z / v^{\prime}=i Z / n \tag{3.15}
\end{align*}
$$

and (3.12) becomes

$$
\begin{align*}
& (-2 \pi i)^{2} \sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \frac{i^{2}(-)^{n_{1}+n_{2}}}{n_{1}!n_{2}!} \frac{Z}{4 \pi^{3} k^{2}}\left(-n^{2}-\frac{Z^{2}}{k^{2}}\right)^{-1} \\
& \quad \times M_{n_{1}+(|m|+1) / 2}^{|m| / 2}\left(Z \xi_{<} / n\right) W_{n_{1}+||m|+1 / / 2}^{|m| / 2}\left(Z \xi_{>} / n\right) \\
& \quad \times M_{n_{2}+(|m|+1) / 2}^{|m| / 2}\left(Z \eta_{<} / n\right) W_{n_{2}+(|m|+1) / 2}^{|m| / 2}\left(Z \eta_{>} / n\right) \tag{3.16}
\end{align*}
$$

Application of (2.28) shows now that (3.16) exactly cancels the sum over the discrete spectrum in (3.3). The Green's function is thus reduced to the contribution containing (3.13). Writing $\lambda$ in place of $v_{2}$ and reintroducing $m$ in place of $|m|$ :

$$
\begin{align*}
G^{(+)}(1,2, k)= & \frac{1}{4 \pi^{2} i k} \sum_{m=-\infty}^{\infty} \frac{e^{i m\left(\phi_{1}-\phi_{2}\right)}}{\left(\xi_{<} \xi_{>} \eta_{<} \eta_{>}\right)^{1 / 2}} \\
& \times \int_{-\infty}^{\infty} d \lambda\left[\Gamma\left(\frac{m+1}{2}-i v+i \lambda\right) M_{i \nu-i \lambda}^{m / 2}\left(-i k \xi_{<}\right) W_{i v-i \lambda}^{m / 2}\left(-i k \xi_{>}\right)\right] \\
& \times\left[\Gamma\left(\frac{m+1}{2}-i \lambda\right) M_{i \lambda}^{m / 2}\left(-i k \eta_{<}\right) W_{i \lambda}^{m / 2}\left(-i k \eta_{>}\right)\right] \tag{3.17}
\end{align*}
$$

This can also be expressed in the form
$G^{(+1}(1,2, k)=\frac{1}{2 \pi} \sum_{m=-\infty}^{\infty} e^{i m\left(\phi_{1}-\phi_{2}\right)}\left(-\frac{1}{2 \pi i}\right) \int_{-\infty}^{\infty} d Z_{2} g_{m}^{(+1}\left(\xi, \xi^{\prime}, Z-Z_{2}\right) g_{m}^{(+1}\left(\eta, \eta^{\prime}, Z_{2}\right)$,
in which
$g_{m}^{(+)}\left(x, x^{\prime}, Z_{1,2}\right)=(i k x)^{-1 / 2}\left(i k x^{\prime}\right)^{-1 / 2} \Gamma\left(\frac{m+1}{2}-i v_{1,2}\right) M_{i v_{1,2}}^{m / 2}\left(-i k x_{<}\right) W_{i v_{1,2}}^{m / 2}\left(-i k x_{>}\right) \quad\left(Z_{1,2}=k v_{1,2}\right)$.
The convolution integral in (3.17) or (3.18) is standard for Green's functions of separable operators. In the present case, a contour can be closed by an infinite semicircle in the lower half-plane such as to enclose the poles of $\Gamma((m+1) / 2-i \lambda)$ but exclude those of $\Gamma((m+1) / 2-i v+i \lambda)$. Equation (3.19) represents the Green's function for the differential'equation (2.7) obtained after separation of variables, viz.,
$\left(Z_{1^{\prime} 2}+\frac{\partial}{\partial x} x \frac{\partial}{\partial x}+\frac{k^{2} x}{4}-\frac{m^{2}}{4 x}\right) g_{m}^{(+1)}\left(x, x^{\prime}, Z_{1^{\prime} 2}\right)=\delta\left(x-x^{\prime}\right)$.
Note that $Z_{1,2}$ rather than $E$ now plays the role of eigenvalue. This formulation of the separated Schrödinger equation is convenient for treatment of the Stark effect. ${ }^{16}$ Reduced Green's functions derived from (3.19) can provide an elegant alternative for computation of Stark-effect perturbation energies.

Returning now to Eq. (3.17), Buchholz's integral representation (2.29) can be applied to each factor $\Gamma M W$ giving, after some rearrangement:

$$
\begin{align*}
G^{(+)}(1,2, k)= & \frac{i k}{4 \pi^{2}} \int_{-\infty}^{\infty} d \lambda \int_{0}^{\infty} d s \int_{0}^{\infty} d t e^{-i k / 2\left(\xi_{1}+\xi_{2}\right) \cosh s} e^{-i k / 2\left(\eta_{1}+\eta_{2}\right) \cosh t}[\operatorname{coth}(s / 2)]^{2 i v-2 i \lambda}[\operatorname{coth}(t / 2)]^{2 i \lambda} \\
& \times \sum_{m=-\infty}^{\infty} e^{i m\left(\phi_{1}-\phi_{2}\right\rfloor} J_{m}\left(k\left(\xi_{1} \xi_{2}\right)^{1 / 2} \sinh s\right) J_{m}\left(-k\left(\eta_{1} \eta_{2}\right)^{1 / 2} \sinh t\right) \tag{3.21}
\end{align*}
$$

We have now been able to revert to the original parabolic coordinates $\xi_{1}, \eta_{1}, \xi_{2}, \eta_{2}$. In the sum over Bessel functions we have noted that $J_{-m}(z)=J_{m}(-z)=(-)^{m} J_{m}(z)$. The integral over $\lambda$ gives a delta function:

$$
\begin{align*}
\int_{-\infty}^{\infty} & d \lambda[\operatorname{coth}(s / 2)]^{-2 i \lambda}[\operatorname{coth}(t / 2)]^{2 i \lambda} \\
& =\pi \delta(\ln \operatorname{coth}(t / 2)-\ln \operatorname{coth}(s / 2)) \\
& =\pi \operatorname{sinhs} \delta(t-s) \tag{3.22}
\end{align*}
$$

The integral over $t$ is thus immediate. The sum is in the form of Graf's addition theorem ${ }^{17}$ :

$$
\begin{align*}
& J_{0}(r)=\sum_{m=-\infty}^{\infty} J_{m}(p) J_{m}(q) e^{i m \phi} \\
& r=\left(p^{2}+q^{2}-2 p q \cos \phi\right)^{1 / 2} \tag{3.23}
\end{align*}
$$

where we identify
$p=k\left(\xi_{1} \xi_{2}\right)^{1 / 2} \sinh s$,
$q=-k\left(\eta_{1} \eta_{2}\right)^{1 / 2} \sinh s, \quad \phi=\phi_{1}-\phi_{2}$,
$r=k\left[\xi_{1} \xi_{2}+\eta_{1} \eta_{2}+2\left(\xi_{1} \xi_{2} \eta_{1} \eta_{2}\right)^{1 / 2} \cos \left(\phi_{1}-\phi_{2}\right)\right]^{1 / 2} \sinh s$.

The Green's function thus reduces to

$$
\begin{align*}
G^{(+)}(1,2, k)= & \frac{i k}{4 \pi} \int_{0}^{\infty} d s \sinh s e^{i k v \cosh s} \\
& \times J_{0}(k u \sinh s)[\operatorname{coth}(s / 2)]^{2 i v} \tag{3.25}
\end{align*}
$$

where [cf. (2.1)]

$$
\begin{align*}
& v \equiv \frac{1}{2}\left(\xi_{1}+\xi_{2}+\eta_{1}+\eta_{2}\right)=r_{1}+r_{2}=\frac{1}{2}(x+y), \\
& u \equiv\left[\xi_{1} \xi_{2}+\eta_{1} \eta_{2}+2\left(\xi_{1} \xi_{2} \eta_{1} \eta_{2}\right)^{1 / 2} \cos \left(\phi_{1}-\phi_{2}\right)\right]^{1 / 2} \\
& \quad=\left(2 \mathbf{r}_{1} \cdot r_{2}+2 r_{1} r_{2}\right)^{1 / 2}=(x y)^{1 / 2}, \tag{3.26}
\end{align*}
$$

in terms of the variables

$$
\begin{equation*}
x \equiv r_{1}+r_{2}+r_{12}, \quad y \equiv r_{1}+r_{2}-r_{12} \tag{3.27}
\end{equation*}
$$

To complete the derivation, we make use of the identity
$J_{0}(k u \sinh s)=\frac{1}{k u \sinh s} \frac{\partial}{\partial u} u J_{1}(k u \sinh s)$,
in conjunction with the integral representation (2.29) with $m=1$. We obtain thereby

$$
\begin{align*}
G^{(+)}(1,2, k)= & \frac{1}{4 \pi i k u} \frac{\partial}{\partial u} \Gamma(1-i v) M_{i v}^{1 / 2}(-i k y) \\
& \times W_{i v}^{1 / 2}(-i k x) \tag{3.29}
\end{align*}
$$

Noting, finally, that [cf. (3.26), (3.27)]

$$
\begin{align*}
\frac{1}{u} \frac{\partial}{\partial u} & =-\frac{2}{x-y}\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial y}\right) \\
& =-\frac{1}{r_{12}}\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial y}\right) \tag{3.30}
\end{align*}
$$

we obtain Hostler's expression for the Coulomb Green's function [2]

$$
\begin{align*}
G^{(+)}(1,2, k)= & -\frac{1}{4 \pi i k r_{12}}\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial y}\right) \Gamma(1-i v) \\
& \times M_{i \nu}^{1 / 2}(-i k y) W_{i \nu}^{1 / 2}(-i k x) \tag{3.31}
\end{align*}
$$

The Green's function (3.31) applies to both attractive and repulsive Coulomb interactions. Most generally one can
redefine

$$
\begin{equation*}
v \equiv-Z Z^{\prime} / k \tag{3.32}
\end{equation*}
$$

in which $Z$ and $Z^{\prime}$ are the charges (in atomic units) of the interacting particles. For an electron interacting with a nucleus, the problem we have considered explicitly, $Z^{\prime}=-1$.

## 4. RUTHERFORD SCATTERING LIMIT

The continuum eigenfunction (2.19) with quantum numbers $m=0, v_{1}=-i / 2, v_{2}=v+i / 2\left(v=-Z Z^{\prime} / k\right)$ represents scattering of an incident plane wave by a nucleus (Rutherford scattering). With use of (2.11) we obtain ${ }^{18}$ :

$$
\begin{align*}
\psi_{R}^{\mathrm{RUTH}}(\mathbf{r}) & =e^{i k \xi / 2} e^{-i k \eta / 2}{ }_{1} F_{1}(i v ; 1 ; i k \eta) \\
& =e^{i k z}{ }_{1} F_{1}(i v ; 1 ; i k \eta) \tag{4.1}
\end{align*}
$$

normalized such that $\psi(0)=1$. It is of interest to obtain this Rutherford scattering limit in an alternative way, by reduction of the Coulomb Green's function. $G^{(+)}(\mathbf{R}, \mathbf{r}, k)$ can be interpreted as the amplitude at point $\mathbf{r}$ for scattering of a spherical wave originating at $\mathbf{R}$ by the nucleus at $\mathbf{r}=0$. As $\mathbf{R}$ is moved to infinity along the negative $z$ axis, the spherical wave approaches modified plane-wave behavior in the vicinity of the origin. The Rutherford scattering wave function (4.1) can thereby be represented as a limiting form of the Green's function as follows:

$$
\begin{equation*}
\psi_{k}^{\mathrm{RUTH}}(\mathbf{r})=\lim _{R \rightarrow \infty} \frac{G^{(+)}(\mathbf{R}, \mathbf{r}, k)}{G^{(+)}(\mathbf{R}, \mathbf{0}, k)} \tag{4.2}
\end{equation*}
$$

The denominator $G^{(+)}(\mathbf{R}, \mathbf{0}, k)$ is obtained readily from (3.31) with $x=2 R, y=0$. From the limiting forms of $M_{1 \nu}^{1 / 2}(-i k y)$ and its derivative ${ }^{15}$ we obtain

$$
\begin{equation*}
G^{(+)}(\mathbf{R}, 0, k)=-\frac{1}{4 \pi R} \Gamma(1-i v) W_{i v}^{1 / 2}(-2 i k R) \tag{4.3}
\end{equation*}
$$

To evaluate the limiting form of $G^{(+)}(\mathbf{R}, \mathbf{r}, k)$ we make use of the integral formula (3.17) with the following specialization of the parabolic coordinates:

$$
\begin{align*}
& \xi_{<}=\xi_{1}=r_{1}+z_{1}=R-R=\epsilon \rightarrow 0, \\
& \eta_{>}=\eta_{1}=r_{1}-z_{1}=2 R \rightarrow \infty, \\
& \xi_{>}=\xi_{2}=\xi, \quad \eta_{<}=\eta_{2}=\eta . \tag{4.4}
\end{align*}
$$

For the factor in (3.17) containing $\xi_{<}=\epsilon^{15}$ :
$\lim _{\epsilon \rightarrow 0} \epsilon^{-1 / 2} M_{i v-i v_{2}}^{m / 2}(-i k \epsilon)=(-i k)^{1 / 2} \delta_{m, 0}$,
which eliminates all but the $m=0$ term of the summation. With use of (4.3)-(4.5), the wavefunction (4.2) reduces to

$$
\begin{align*}
\psi_{k}^{\mathrm{RUTH}}(\mathbf{r})= & \lim _{R \rightarrow \infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \lambda \frac{\Gamma\left(\frac{1}{2}-i v+i \lambda\right) \Gamma\left(\frac{1}{2}-i \lambda\right)}{\Gamma(1-i v)} \\
& \times \frac{M_{i \lambda}^{0}(-i k \eta)}{(-i k \eta)^{1 / 2}} \frac{W_{i v-i \lambda}^{0}(-i k \xi)}{(-i k \xi)^{1 / 2}} \\
& \times\left[(-2 i k R)^{1 / 2} \frac{W_{i \lambda}^{0}(-2 i k R)}{W_{i v}^{0}(-2 i k R)}\right] . \tag{4.6}
\end{align*}
$$

From the asymptotic form of the $W$ functions [cf. (2.27)], the bracket in (4.6) can be reduced to

$$
\begin{equation*}
(-2 i k R)^{1 / 2-i v+i \lambda} \tag{4.7}
\end{equation*}
$$

Note that (4.7) approaches zero as $R \rightarrow \infty$ for $\operatorname{Im} \lambda>0$. Thus the integral (4.6) can be evaluated by closing a contour with a semicircle in the upper half of the complex $\lambda$ plane. The integrand, specifically $\Gamma\left(\frac{1}{2}-i v+i \lambda\right)$, possessespoles in the upper half-plane at the points where

$$
\begin{equation*}
\frac{1}{2}-i v+i \lambda=-n, \quad n=0,1,2, \cdots . \tag{4.8}
\end{equation*}
$$

However, the limit of the factor (4.7) as $R \rightarrow \infty$ will approach zero unless $n=0$. Thus (4.6) reduces to $2 \pi i$ times the residue at $\lambda=v+i / 2\left(i \lambda=i v+\frac{1}{2}\right)$, viz,

$$
\begin{equation*}
\psi_{k}^{\mathrm{RUTH}}(\mathrm{r})=\frac{M_{i v-1 / 2}^{0}(-i k \eta)}{(-i k \eta)^{1 / 2}} \frac{W_{1 / 2}^{0}(-i k \xi)}{(-i k \xi)^{1 / 2}} \tag{4.9}
\end{equation*}
$$

Now ${ }^{19}$

$$
\begin{equation*}
W_{1 / 2}^{0}(-i k \xi)=(-i k \xi)^{1 / 2} e^{i k \xi / 2} \tag{4.10}
\end{equation*}
$$

while [cf. (2.11)]
$M_{i v-1 / 2}^{0}(-i k \eta)=(-i k \eta)^{1 / 2} e^{-i k \eta / 2}{ }_{1} F_{1}(i v ; 1 ; i k \eta)$,
which results in the Rutherford eigenfunction (4.1).
The Rutherford scattering cross section follows from the asymptotic form (2.14):

$$
\begin{align*}
\psi_{k}^{\mathrm{RUTH}}(\mathrm{r}) & =e^{i k \xi / 2} \frac{M_{i v-1 / 2}^{0}(-i k \eta)}{(-i k \eta)^{1 / 2}} \\
& \sim e^{-\pi \nu / 2} e^{i k \xi / 2}\left[\frac{(k \eta)^{-i v}}{\Gamma(1-i v)} e^{-i k \eta / 2}\right. \\
& \left.-i \frac{(k \eta)^{i v-1}}{\Gamma(i v)} e^{i k \eta / 2}\right] \\
& =\frac{e^{-\pi v / 2}}{\Gamma(1-i v)}\left[e^{i k z-i v \log [k(r-z)]}\right. \\
& \left.-\frac{i}{k} \frac{\Gamma(1-i v)}{\Gamma(i v)} \frac{e^{i k r+i v \log [k(r-z)]}}{(r-z)}\right] . \tag{4.12}
\end{align*}
$$

This corresponds to a scattering amplitude

$$
\begin{equation*}
f(\theta)=\frac{-i \Gamma(1-i v)}{k \Gamma(i v)(1-\cos \theta)} \tag{4.13}
\end{equation*}
$$

which leads to the famous Rutherford formula
$\sigma(\theta)=|f(\theta)|^{2}=\frac{v^{2}}{k^{2}(1-\cos \theta)^{2}}=\frac{Z^{2} Z^{2} e^{4}}{16 E^{2}} \csc ^{4} \frac{\theta}{2}$.
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#### Abstract

We prove that the sum of partial wave amplitudes for Coulomb-type potentials [e.g., $V(r)$ $\left.=\gamma / r+O\left(r^{-2}\right)\right]$ is convergent in the Abel sense although it diverges in the ordinary sense. The method of Abel summation is a generalization of the ordinary summation and allows one to sum certain divergent series explicitly. It is closely connected with analytic continuation; with the help of optimal conformal mappings the convergence of the Abel sum (for long- and short-range interactions) can be improved substantially. This enables us to obtain values of the scattering amplitude for each scattering angle (except forward direction). In particular, we show that the screened scattering amplitude converges in the Abel sense up to a phase factor to the unscreened one if the screening is removed.


PACS numbers: 03.65.Nk, 02.30.Lt

## I. MOTIVATION AND INTRODUCTION

The problem of whether a series obtained for a physical quantity is summable in the ordinary sense is a notorious one. The intention in all perturbative approaches is of course to get rapidly converging expressions that allow the determination of the result to arbitrary accuracy. Increasing complexity of the problems, however, often makes it hardly possible to make sure that the perturbative scheme applied is actually adequate for the specific case and does lead to a convergent series. A classical example for a divergent partial wave expansion series is that of the nonrelativistic Coulomb amplitude. The sum of the partial wave amplitudes, determined from the asymptotic phases of the partial waves, does not converge to the full Coulomb scattering amplitude in the ordinary sense. The partial sums diverge oscillatorily and have no limit.

On the other hands, naively one should expect that on the way to the series (i.e., by the manipulations required by the formal expansion algorithm) no information should be lost. That means that it should be possible to obtain the desired results even from the divergent series. ${ }^{1}$ It is well known ${ }^{2}$ by now ${ }^{3}$ that there are techniques to obtain from certain divergent series finite values. From the abstract point of view this is quite clear since it is just a convention (i.e., a definition) how to give an infinite series a value, as long as the internal consistency of the postulates is guaranteed. The basic idea is to reconstruct from the series the value of a function that leads, when expanded, to the series in question. One thereby assumes that the divergent series is just the result of the polynomial expansion of a function with certain singularity structure applied outside its region of convergencethe result of a method of analytic continuation that is not appropriate for the problem. For asymptotic series additional assumptions on the function are necessary in order to guarantee uniqueness. For less divergent series other resummation (i.e., reconstruction) procedures are possible.

[^12]We discuss only the case of partial wave expansions of nonrelativistic scattering amplitudes of long and short range interactions. For Coulomb-type potentials [ $V(r)=\gamma / r$
$\left.+O\left(r^{-2}\right)\right]$ the sum

$$
\sum_{l}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(x),
$$

is divergent in the ordinary sense, the partial sums oscillate and grow without limit, and converge only in a distributional sense, ${ }^{4}$ i.e., when first multiplied with a certain test function in $x=\cos \theta$ and integrated over $x$. For short-range potentials [ $V(r)=O\left(r^{-3-\epsilon}\right)$ as $r \rightarrow \infty$ ] the corresponding sum is even absolutely convergent in the ordinary sense but not the separate sums

$$
\sum_{l}(2 l+1) e^{2 i \delta_{l}} P_{l}(x) \text { and } \sum_{l}(2 l+1) P_{l}(x) .
$$

We show that all these sums do exist as Abel sums, i.e., sums in a modified sense. Abel summation ${ }^{2,5,6}$ is a direct generalization of ordinary summation and allows the summation of the above-mentioned partial wave amplitudes for each $x \in[-1,1]$. For ordinary convergent series Abel summation reduces to the ordinary one. We therefore propose to treat the sums of partial wave amplitudes as Abel sums.

The Abel sum can be considered as the Abel limit of the partial sums. The Abel limit again is a generalization of the ordinary limit and reduces to it when applied to quantities limitable in the ordinary sense. This Abel limit will be useful in demonstrating how the scattering amplitude for a screened Coulomb potential is related to the normal Coulomb amplitude.

In some respect Abel summability was already noted by Mott ${ }^{7}$-although he was not aware of Abel's work. For pure Coulomb scattering he reconstructed the correct amplitude from the divergent partial wave series in exactly the required way of Abel summation. We show how to use Abel summation in practical cases where no closed form of the result is accessible and where one accelerates convergence with conformal mapping techniques. In a certain sense the existence of the Abel sum (which we prove for Coulomb-type interac-
tions) justifies a posteriori other practical techniques to obtain from the divergent series a convergent one, e.g., multiplying with a singularity reducing function in $x$ which leads to a resummation, ${ }^{8}$ "punctual" Padé approximation, ${ }^{9}$ or the Legendre Padé approximation. ${ }^{10}$

## II. THE SCATTERING AMPLITUDE FOR COULOMBTYPE POTENTIALS

In this section let us briefly review what is known about nonrelativistic scattering amplitudes for spherically symmetric Coulomb-type potentials. We discuss first the case of pure Coulomb interactions and denote the potential by

$$
\begin{equation*}
V^{c}(r)=\gamma / r, \quad \gamma \in R, \quad e=\hbar=2 m=1 . \tag{2.1}
\end{equation*}
$$

The first rigorous approach for this type of long-range potentials within the framework of time-dependent scattering theory was initiated by Dollard ${ }^{11}$ and relied on an appropriate modification of the free time evolution operator (cf. also Ref. 12). It can be shown that Dollard's scattering operator actually coincides with the usual Coulomb $S$ matrix. ${ }^{13}$ An alternative description of the Coulomb scattering operator $S^{c}$, based on an algebraic approach to scattering theory by Combes ${ }^{14}$ and Lavine ${ }^{15}$ (cf. also Ref 16), has been adoped by Grosse et al. ${ }^{17}$, exploiting the $\operatorname{SO}(3,1)$ symmetry of the problem. As a result $S^{c}$ in the interaction picture can be written ${ }^{17,18}$

$$
\begin{equation*}
S^{c}=\frac{\Gamma\left(\frac{1}{2}+\left(L^{2}+\frac{1}{4}\right)^{1 / 2}+i \gamma / 2 \sqrt{-\Delta}\right)}{\Gamma\left(\frac{1}{2}+\left(L^{2}+\frac{1}{4}\right)^{1 / 2}-i \gamma / 2 \sqrt{-\Delta)}\right.} \tag{2.2}
\end{equation*}
$$

where $-\Delta$ denotes the kinetic energy operator and $L^{2}$ the square of the angular momentum operator.

In momentum space $S^{c}$ acts on states $\Phi \in C^{1}\left(R^{3}\right)$ $\cap L^{2}\left(R^{3}\right)$ as

$$
\begin{align*}
\left(S^{c} \Phi\right)(k)= & \lim _{\epsilon \rightarrow 0_{+}} \frac{\gamma}{2 \pi i|k|} \frac{\Gamma(1+i \gamma / 2|k|)}{\Gamma(1-i \gamma / 2|k|)} \\
& \times \int_{R^{\prime}} d^{3} k^{\prime} \delta\left(|k|^{2}-\left|k^{\prime}\right|^{2}\right) \\
& \times\left[\frac{4|k|^{2}}{\left(k-k^{\prime}\right)^{2}}\right]^{1-\epsilon+i \gamma / 2|k|} \Phi\left(k^{\prime}\right) \tag{2.3}
\end{align*}
$$

For $\Phi_{l}(k)=Y_{l}^{m}(k /|k|) \phi(|k|)$, Eq. (2.3) implies

$$
\begin{equation*}
\left(S^{c} \Phi_{l}\right)(k)=\exp \left(2 i \delta_{l}^{c}(|k|)\right) \Phi_{l}(k) \tag{2.4}
\end{equation*}
$$

where $\delta_{l}^{c}(|k|)$ are the usual Coulomb phase shifts

$$
\begin{equation*}
\delta_{l}^{c}(|k|)=\arg \Gamma(1+l+i \gamma / 2|k|) . \tag{2.5}
\end{equation*}
$$

Further on we abbreviate $x=\cos \theta=k \cdot k^{\prime} /|k|\left|k^{\prime}\right|$, where $\theta$ denotes the scattering angle and, without loss of generality, put the incident momentum $|k|=1 / 2$.

The Coulomb scattering amplitude ${ }^{19}$ then reads
$f^{c}(x)=-\gamma 2^{1+i \gamma} \frac{\Gamma(1+i \gamma)}{\Gamma(1-i \gamma)}(1-x)^{-1-i \gamma}, \quad-1 \leqslant x<1$,
and Eqs. (2.3)-(2.5) imply

$$
\begin{equation*}
f^{c}(x)=\frac{1}{i} \sum_{l=0}^{\infty}(2 l+1)\left(e^{2 i \delta_{i}}-1\right) P_{l}(x) \tag{2.6}
\end{equation*}
$$

in the sense of distributions $\mathrm{s}^{4,20,21}$; this means that both sides have to be integrated with a twice continuously differentia-
ble test function $\psi(x)$ vanishing at $x=1$ in order to obtain convergence of the sum over $l$. Considering $f^{c}(x)$ as a mere function the corresponding expansion into a Legendre series is divergent for all $x$. This is of course common to amplitudes with certain singularities at $x=1$. A Legendre series for a function converges pointwise in the interior of the largest ellipse with foci $\pm 1$ where it is holomorphic, but is divergent outside. ${ }^{22}$ On the boundary there may be regions of conditional convergence depending on the order of the singularity. Since $f^{c}(x)$ has a pole (and a branch point) at $x=1$, the sum in Eq. (2.7) diverges in the ordinary sense for all $x \in C$.

However, one may expand $f^{c}(x)$ in a Taylor series at, for example, $x=0$ or $x=-1$ with radii of convergence 1 or 2 , respectively. Alternatively, introducing the conformal variable

$$
\begin{equation*}
w=\frac{1-(1-x)^{1 / 2}}{1+(1-x)^{1 / 2}} \tag{2.8}
\end{equation*}
$$

which maps the $x$ plane, cut from 1 to infinity, into the interior of the unit circle in the $w$ plane, produces an optimal converging series in $w^{n}$. (For a review on this type of techniques see Ref. 23.)

Let us now discuss the general case of Coulomb-type potentials

$$
\begin{equation*}
V(r)=V^{c}(r)+V^{s}(r) \tag{2.9}
\end{equation*}
$$

where $V^{s}$ denotes the short range part of the potential and fulfills

$$
\begin{equation*}
\int_{0}^{\infty} d r r\left|V^{s}(r)\right|<\infty \tag{2.10}
\end{equation*}
$$

If one decomposes the total phase shift $\delta_{l}$, which is defined in terms of the asymptotic form of the radial scattering wave function, into

$$
\begin{equation*}
\delta_{l}=\delta_{l}^{c}+\mu_{l} \tag{2.11}
\end{equation*}
$$

and assumes that

$$
\begin{equation*}
V^{s}(r)=O\left(r^{-3-\epsilon}\right), \quad \epsilon>0 \quad \text { as } \quad r \rightarrow \infty, \tag{2.12}
\end{equation*}
$$

then a result by Semon and Taylor ${ }^{24}$ can be stated as follows: The sums in

$$
\begin{align*}
f(x) & =\frac{1}{i} \sum_{l=0}^{\infty}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(x) \\
& =f^{c}(x)+\frac{1}{i} \sum_{l=0}^{\infty}(2 l+1) e^{2 i \delta_{i}}\left(e^{2 i \mu_{l}}-1\right) P_{l}(x) \tag{2.13}
\end{align*}
$$

are both convergent in the sense of distributions. From Eq. (2.12) one concludes ${ }^{25}$

$$
\begin{equation*}
\left|e^{2 i \mu_{t}}-1\right|=O\left(l^{-2-\epsilon}\right) \tag{2.14}
\end{equation*}
$$

and thus the second sum in Eq. (2.13) is not only convergent in the sense of distributions, but converges uniformly and absolutely for all $x \in[-1,1]$.

Another result by Semon and Taylor ${ }^{24}$ concernes screened Coulomb potentials. Let

$$
\begin{equation*}
V^{R}(r)=V^{c}(r) \alpha^{R}(r)+V^{s}(r) \tag{2.15}
\end{equation*}
$$

where the screening function $\alpha^{R}(r)$ obeys ${ }^{4.24}$
$O \leqslant \alpha^{R}(r) \leqslant 1$, for $R$ fixed, $\alpha^{R}(r) \xrightarrow{r \rightarrow \infty} 0$ monotonically like $O\left(r^{-2-\epsilon}\right)$ for some $\epsilon>0$, for $r$ fixed, $\alpha^{R}(r) \xrightarrow{R \rightarrow \infty} 1$,
and $V^{s}(r)$ obeys Eq. (2.12). Using the method of variable phase ${ }^{26}$ the authors show that for large values of the screening radius $R$ the phase shift $\delta_{l}^{R}$ that corresponds to the short range potential $V^{R}(r)$ behaves like

$$
\begin{equation*}
\delta_{l}^{R}-\omega(R) \xrightarrow{R \cdots \infty} \delta_{l}, \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(R)=-\gamma \int_{1}^{\infty} d r r^{-1} \alpha^{R}(r) \tag{2.18}
\end{equation*}
$$

Since $\omega(R)$ does not depend on $l$, this shows that $f_{R}(x)$, the scattering amplitude corresponding to $V^{R}(r)$, converges in the distributional sense to $f(x)$ up to a phase factor ${ }^{24}$
$\exp [-2 i \omega(R)] f_{R}(x) \xrightarrow{R} \rightarrow \infty(x) \quad$ (distributional).
Considered as a function, $\exp [-2 i \omega(R)] f_{R}(x)$ does not converge to $f(x)$ in general. ${ }^{27}$ For an alternative approach to screening where the screened Møller operators converge to the unscreened ones (up to $R$-dependent phase factors) if the screening is removed see Ref. 28.

## III. ABEL SUMMABILITY OF SCATTERING AMPLITUDES

In this section we first introduce the concept of Abel summability and then we prove that the partial wave expansion of the scattering amplitude for Coulomb-type potentials, although divergent in the ordinary sense, has a well defined Abel sum.

A sum over a sequence of complex numbers $\sum_{n=0}^{\infty} c_{n}$ is called convergent in the ordinary sense (or short: convergent) with sum $C$ if and only if

$$
\lim _{N}\left|\sum_{n=0}^{N} c_{n}-C\right|=0
$$

Then we write $\Sigma_{n=0}^{\infty} c_{n}=C$.
Let us now introduce the more general concept of an Abel summable series. ${ }^{2,6}$ Let $\left\{c_{n}\right\}_{n=0}^{\infty}$ be a sequence of complex numbers and suppose that the power series $\sum_{n=0}^{\infty} c_{n} y^{n}$ is converging at least for $|y|<1$ and define $f(y)=\Sigma_{n=0}^{\infty} c_{n} y^{n}$. Then $\Sigma_{n=0}^{\infty} c_{n}$ is called Abel convergent (Abel summable) with Abel sum $C$ if and only if

$$
\lim _{y \rightarrow 1}|f(y)-C|=0
$$

In this case we write $\mathrm{A}-\sum_{n=0}^{\alpha} c_{n}=C$. The Abel sum therefore is the value of a function which is known only from its power series. This value can be obtained by analytic continuation to $y=1$ from the values of the function inside the unit disc. Since the power series (the asymptotic behavior of the $c_{n}$ ) allows one to determine the position and type of the closest singularities, the analytic continuation can be performed, for example, by a change of variables through a conformal mapping.

Abel's limit point theorem ${ }^{6}$ implies that the Abel summation fulfills the so-called consistency condition, i.e., if a sum exists in the ordinary sense then the Abel sum exists with the same value too:

$$
\sum_{n=0}^{\infty} c_{n}=C \quad \text { implies } \quad \text { A }-\sum_{n=0}^{\infty} c_{n}=C .
$$

Obviously, this generalized summation procedure is, similar to other related ones like Padé or Borel summation, closely linked to the problem of analytic continuation. Whereas $f(y)$ in the case of Abel summation should be holomorphic in the unit disc, this is not necessary for Borel summation, which applies to asymptotic series. There, however, certain supplementary conditions need to be fulfilled in order to guarantee uniqueness of the sum. ${ }^{2.3}$ We also note the great importance of such generalized summations in the theory of Fourier series (Fejér's theorem). ${ }^{6}$

Before we state our main result concerning Abel summability of the partial wave expansion of Coulomb-typescattering amplitudes we introduce a somewhat more general class of potentials including $1 / r^{2}$ potentials. Let

$$
\begin{equation*}
V(r)=\frac{\gamma}{r}+\frac{\alpha-1 / 4}{r^{2}}+V^{s}(r), \quad \gamma \in R, \quad \alpha \geqslant 0, \tag{3.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\int_{0}^{\infty} d r r\left|V^{s}(r)\right|<\infty . \tag{3.2}
\end{equation*}
$$

The total phase shift ${ }^{29}$ corresponding to $V(r)$ is denoted by $\delta_{l}$.

Then the scattering amplitude $f(x)$ defined by the Abel sum
$f(x)=\mathrm{A}-\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1)\left(e^{2 i \delta_{i}}-1\right) P_{l}(x), \quad-1 \leqslant x<1$,
exists. This means that, although the partial wave expansion for Coulomb-type scattering amplitudes diverges when summed in the ordinary sense, it is convergent when summed as an Abel series.

To prove this we show that

$$
\begin{align*}
f(x, y) & =\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(x) y^{l} \\
& \equiv \sum_{l=0}^{\infty} c_{l}(x) y^{\prime} \tag{3.4}
\end{align*}
$$

has at least radius of convergence one in the $y$ plane and that the limit $\lim _{y-1} f(x, y)$ exists for $x \in[-1,1)$.

We decompose

$$
\begin{equation*}
\delta_{l}=\sigma_{l}+\mu_{l} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma_{l}= & \arg \left\{\Gamma\left[\frac{1}{2}+\left(l^{2}+l+\alpha\right)^{1 / 2}+i \gamma\right]\right\} \\
& +\left[l+\frac{1}{2}-\left(l^{2}+l+\alpha\right)^{1 / 2}\right] \pi / 2, \tag{3.6}
\end{align*}
$$

is the phase shift ${ }^{30}$ associated with the potential

$$
\begin{equation*}
\frac{\gamma}{r}+\frac{\alpha-1 / 4}{r^{2}}, \quad \gamma \in R, \quad \alpha \geqslant 0 \tag{3.7}
\end{equation*}
$$

which of course reduces to the pure Coulomb potential for $\alpha=1 / 4$. We have to study the asymptotic behavior of $c_{l}(x)$ for $|x|<1$. For this purpose we note ${ }^{31}$

$$
\begin{align*}
P_{l}(x)= & 2(2 \pi l)^{-1 / 2}\left(1-x^{2}\right)^{-1 / 4} \\
& \times \cos \left[\left(l+\frac{1}{2}\right) \arccos x-\frac{\pi}{4}\right]\left(1+O\left(l^{-1}\right)\right), \\
& |x|<1, \tag{3.8}
\end{align*}
$$

and

$$
\begin{equation*}
\exp \left(2 i \sigma_{l}\right)=l^{2 i \gamma}\left(1+O\left(l^{-1}\right)\right) \tag{3.9}
\end{equation*}
$$

$$
\begin{align*}
& \text { If } V^{s}(r)=O\left(r^{-\beta}\right) \text { with } \beta>2 \text { as } r \rightarrow \infty, \text { then }^{24,25} \\
& \quad \exp \left(2 i \mu_{l}\right)=1+O\left(l^{1-\beta}\right) \tag{3.10}
\end{align*}
$$

and finally we obtain asymptotically

$$
\begin{align*}
c_{l}(x)= & c(x) l^{1 / 2}\left(l^{2 ; \gamma}-1\right) \\
& \times \exp ( \pm i l \arccos x)\left(1+O\left(l^{-1}\right)\right), \quad|x|<1 \tag{3.11}
\end{align*}
$$

where $c(x)$ depends only on $x$.
From this asymptotic behavior one may determine type and position of the nearest singularities. If one expands $(y+a)^{-b-1}$ in a Taylor series

$$
(y+a)^{-b-1}=\sum_{l=0}^{\infty} d_{l} y^{l}
$$

one gets asymptotically
$d_{l}=\left(a^{b+1} \Gamma(b+1)\right)^{-1}(-a)^{-l} l^{b}\left(1+O\left(l^{-1}\right)\right)$.
By comparison of Eqs. (3.11) and (3.12) we conclude that $f(x, y),|x|<1$, has singularities in the $y$ plane of the type

$$
\begin{equation*}
(y-\exp ( \pm i \arccos x))^{-3 / 2-2 i \gamma}, \quad|x|<1 . \tag{3.13}
\end{equation*}
$$

The same analysis performed for $x=-1$ shows that $f(-1, y)$ has a singularity of the type

$$
\begin{equation*}
(y+1)^{-2-2 i \gamma} \tag{3.14}
\end{equation*}
$$

Note that only the kind but not the position of the singularity in the $y$ plane is affected by $\exp \left(2 i \delta_{l}\right)$. Its position $\exp ( \pm i \arccos x)$ is entirely determined by $P_{i}(x)$ [see also Eq. (3.21)] and is not changed by higher order terms in Eq. (3.8). ${ }^{31}$

Equations (3.13) and (3.14) show that $f(x, y)$ converges for $|y|<1$ and can be analytically continued to $y=1$ for $-1 \leqslant x<1$. This proves the existence of the Abel sum of partial wave amplitudes

$$
\begin{align*}
f(x) & =\lim _{y \rightarrow 1} f(x, y) \\
& =\mathrm{A}-\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(x), \quad-1 \leqslant x<1 \tag{3.15}
\end{align*}
$$



FIG. 1. This figure exhibits the mapping $y \rightarrow z$ [Eq. (3.16)] for a special value of $p=1 / 6$. The points in the $y$ plane denoted by capital letters are mapped to the $z$ plane points denoted by the corresponding small letters. If the singularities closest to the origin $B$ are the points $D$ and $\bar{D}$, then an expansion in polynomials in $z$ will be convergent at the point $c$ in the $z$ plane. This practically allows the analytic continuation to $y=1$ (point $C$ ) required in the Abel summation.

It remains to show how the continuation may be done in order to obtain numerical results. We introduce a conformal mapping $y \rightarrow z$ (cf. Fig. 1):
$z=\frac{(y+1)^{1 / 2 p}-1}{(y+1)^{1 / 2 p}+1}, \quad y=\left(\frac{1+z}{1-z}\right)^{2 p}-1$,
$\left(y=-1,0,1, \infty \rightarrow z=-1,0, \frac{2^{1 / 2 p}-1}{2^{1 / 2 p}+1}, 1\right)$.
This mapping maps the interior of the sector generated by the points $y=-1, y=\exp ( \pm i \arccos x)$ with apex $y=-1$ in the $y$ plane into the interior of the unit circle in the $z$ plane (the opening angle of the sector is $2 \pi p$ $=\arccos x$ ).

## Writing

$f(x, y)=\sum_{l=0}^{\infty} c_{l}(x) y^{l}=\sum_{l=0}^{\infty} d_{l}(x) z^{l},|y|<1$,
one infers

$$
\begin{align*}
& d_{0}(x)= c_{0}(x)=\frac{1}{i}\left(e^{2 i \delta_{11}}-1\right), \\
& d_{l}(x)= \sum_{m=1}^{l} \sum_{j=1}^{m} \sum_{k=1}^{j} \frac{p^{m}}{m!}\binom{l+m-1}{2 m-1}\binom{j}{k}(-1)^{j-k} \\
& \times k\left(k-\frac{1}{p}\right) \cdots\left(k-\frac{m-1}{p}\right) c_{j}(x) \\
& \quad l=1,2,3, \cdots . \tag{3.18}
\end{align*}
$$

The conformal mapping was chosen in such a way (i.e., $y=0$ mapped to $z=0$ ) that each $d_{l}(x)$ can be evaluated from the knowledge of $c_{k}(x), k \leqslant l$, i.e., from the knowledge of $\delta_{0}, \ldots, \delta_{l}$.
Therefore it is now possible to determine the Abel sum $f(x, 1)$ from Eq. (3.17) by evaluating the ordinary convergent sum over $z^{l}$ at $z(y=1)$,

$$
f(x)=\sum_{l=0}^{\infty} d_{l}(x)\left(\frac{2^{1 / 2 p}-1}{2^{1 / 2 p}+1}\right)^{l}
$$

For numerical results compare Sec.IV. ${ }^{32}$
Mapping techniques like the one discussed are necessary for Abel summation of Coulomb-type partial wave amplitudes. For short-range potentials [ $V(r)=O\left(r^{-3-\epsilon}\right)$, $\epsilon>0$, as $r \rightarrow \infty$ ] where the partial wave expansion converges already in the ordinary sense one may also use these conformal mappings in order to accelerate the convergence. From the consistency condition discussed before we conclude that the natural way of summing partial wave expansions for scattering amplitudes is to perform Abel summations. For slowly convergent partial wave series it is possible to use rational approximants ${ }^{9}$ to determine the value of the Abel sum at $y=1$. For functions with singularities at points $|y|=1$ like the Coulomb partial waves sum it is not clear whether analytic continuation with Padé approximants (that approximate the cut structure by poles) is adequate.

Let us discuss two examples for which the Abel sum may be evaluated in closed form. We start with

$$
\begin{align*}
& \delta(x, y)=\sum_{i=0}^{\infty} \frac{1}{i}(2 l+1)(-1) P_{l}(x) y^{\prime} \\
& |x| \leqslant 1, \quad|y|<1 \tag{3.19}
\end{align*}
$$

with the help of the generating function of the Legendre
polynomials

$$
\begin{align*}
& \left(y^{2}-2 x y+1\right)^{-1 / 2}=\sum_{t=0}^{\infty} P_{l}(x) y^{l} \\
& |x| \leqslant 1, \quad|y|<1, \tag{3.20}
\end{align*}
$$

we obtain

$$
\begin{align*}
\delta(x, y) & =i\left[2 y \frac{d}{d y}\left(y^{2}-2 x y+1\right)^{-1 / 2}+\left(y^{2}-2 x y+1\right)^{-1 / 2}\right] \\
& =i\left(1-y^{2}\right)\left(y^{2}-2 x y+1\right)^{-3 / 2} \tag{3.21}
\end{align*}
$$

Thus,

$$
\begin{align*}
& A-\sum_{l=0}^{\infty}(2 l+1) P_{l}(x) \\
& \quad=\lim _{y \rightarrow 1} \delta(x, y)= \begin{cases}0, & x \neq 1 \\
\infty, & x=1\end{cases} \tag{3.22}
\end{align*}
$$

Remembering the closure relation for $P_{I}(x)$, i.e.,

$$
\sum_{l=0}^{\infty}\left(l+\frac{1}{2}\right) P_{l}(x) P_{l}\left(x^{\prime}\right)=\delta\left(x-x^{\prime}\right)
$$

in the sense of distributions, the result Eq. (3.22) looks famil$\operatorname{iar}\left[P_{/}(1)=1\right]$.

Equation (3.22) shows that one may use

$$
\begin{equation*}
\hat{c}_{l}(x)=\frac{1}{i}(2 l+1) e^{2 i \delta_{l}} P_{l}(x) \tag{3.23}
\end{equation*}
$$

instead of $c_{l}(x)$ in order to evaluate the Abel sum of the scattering amplitude $f(x)$ for $x \neq 1$. It also shows that for ordinary convergent partial wave amplitudes the sum over $(2 l+1) e^{2 i \delta_{l}} P_{l}(x)$ can only be Abel convergent. For these the reduction (3.23) is of course not advisable.

The second example concerns the pure Coulomb scattering amplitude $f^{c}(x)$; it has been evaluated by $\operatorname{Mott}^{7}$ who apparently was unaware of Abel's work. His procedure is actually Abel summation of the Coulomb partial wave amplitudes but seems to have been overlooked in most publications on that subject. His method is based on the formula ${ }^{31}$

$$
\begin{align*}
\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}= & \frac{-\exp [-i \pi(x+y)]}{4 \sin \pi x \sin \pi y} \\
& \times \oint_{\Gamma} d t t^{x-1}(1-t)^{y-1}, \quad x, y \text { not integer. } \tag{3.24}
\end{align*}
$$

He. we closed path $\Gamma$ starts from a point on the real $t$ axis between 0 and 1 , encircles $t=1$ in the positive sense (counterclockwise), $t=0$ in the positive sense, then $t=1$ in the negative sense, and $t=0$ in the negative sense, before it returns to the starting points. Thus,

$$
\begin{aligned}
& \hat{f}^{c}(x, y) \\
& =\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) \frac{\Gamma(1+l+i \gamma)}{\Gamma(1+l-i \gamma)} P_{l}(x) y^{l} \\
& =\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1)[\Gamma(-2 i \gamma)(1-\exp (4 \pi \gamma)) \\
& \quad \times(1-\exp (-2 \pi \gamma))]^{-1} \\
& \quad \times \oint_{\Gamma} d t t^{l+i \gamma}(1-t)^{-2 i \gamma-1} P_{l}(x) y^{l} \\
& =-[\Gamma(-2 i \gamma)(1-\exp (4 \pi \gamma))(1-\exp (-2 \pi \gamma))]^{-1} \\
& \quad \times \oint_{\Gamma} d t t^{i \gamma}(1-t)^{-2 i \gamma-1} \delta(x, y t), \quad|x| \leqslant 1, \quad|y|<1,(
\end{aligned}
$$

and

$$
\begin{align*}
f^{c}(x)= & \mathrm{A}-\sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) \frac{\Gamma(1+l+i \gamma)}{\Gamma(1+l-i \gamma)} P_{l}(x) \\
= & {[\Gamma(-2 i \gamma)(1-\exp (4 \pi \gamma))(1-\exp (-2 \pi \gamma))]^{-1} } \\
& \times \oint_{\Gamma} d t t^{i \gamma}(1-t)^{-2 i \gamma-1} \delta(x, t), \quad x \neq 1 . \tag{3.26}
\end{align*}
$$

The last integral can be evaluated explicitly, ${ }^{7}$ yielding exactly the result (2.6)

Finally, let us turn to screened Coulomb potentials and prove that the screened Coulomb-type scattering amplitudes converge to the unscreened ones (up to certain phase factors). We first introduce the concept of an Abel limit. ${ }^{2,6}$

A sequence of complex numbers $\left\{d_{n}\right\}_{n=0}^{\infty}$ is called convergent in the Abel sense with Abel limit $D$ if and only if the sum $\Sigma_{n=m}^{\infty} d_{n} y^{n}$ (for any $m \geqslant 0$ ) converges for at least $|y|<1$ and

$$
\begin{equation*}
\lim _{y \rightarrow 1}(1-y) \sum_{n=m}^{\infty} d_{n} y^{n}=D . \tag{3.27}
\end{equation*}
$$

Then we write $\mathrm{A}-\lim _{n \rightarrow \infty} d_{n}=D$. It is obvious that a sequence limitable in the ordinary sense is also Abel limitable to the same limit. It can be easily shown that the Abel sum is just the Abel limit of the partial sums

$$
\begin{equation*}
\mathrm{A}-\lim _{N \rightarrow \infty} \sum_{n=0}^{N} c_{n}=\mathrm{A}-\sum_{n=0}^{\infty} c_{n} \tag{3.28}
\end{equation*}
$$

Let

$$
V(r)=\frac{\gamma}{r}+\frac{\alpha-1 / 4}{r^{2}}+V^{s}(r), \quad \gamma \in R, \quad \alpha \geqslant 0
$$

and let Eqs. (2.12) and (3.2) be valid for $V^{s}(r)$. We then introduce the screened potential

$$
\begin{align*}
& V^{n}(r)=\left(\frac{\gamma}{r}+\frac{\alpha-1 / 4}{r^{2}}\right) \alpha^{n}(r)+V^{s}(r) \\
& n=1,2,3, \cdots \tag{3.29}
\end{align*}
$$

where $\alpha^{n}(r)$ fulfills Eqs. (2.16).
If $f(x)$ and $f_{n}(x)$ denote the scattering amplitudes for $V(r)$ and $V^{n}(r)$, respectively, then we can prove the following analog to Eq. (2.19). Up to a factor of modulus one, the Abel limit of $f_{n}(x)$ as $n$ tends to infinity equals $f(x)$ :
$\mathrm{A}-\lim _{n \rightarrow \infty} \exp [-2 i \omega(n)] f_{n}(x)=f(x), \quad x \neq 1$,
where $\omega(n)$ is defined in Eq. (2.18).
Before proving this let us discuss the special situation of a sharp cutoff function

$$
\begin{equation*}
\alpha^{n}(r)=\theta(n-r), \quad n=1,2,3, \cdots \tag{3.31}
\end{equation*}
$$

This case was analyzed by Semon and Taylor ${ }^{27}$ using Born and Eikonal approximations for the pure Coulomb potential $\left(\alpha=1 / 4, V^{s}=0\right)$. In the Born approximation $f^{c}(x)$ and $f_{n}^{c}(x)$ are given by
$f^{C, B}(x)=\frac{2 \gamma}{1-x}$,
$f_{n}^{c, B}(x)=\frac{2 \gamma}{1-x}\left\{1+\cos \left[n((1-x) / 2)^{1 / 2}\right]\right\}$,
and obviously $f_{n}^{c, B}(x)$ does not approach $f^{c, B}(x)$ in the ordinary sense as $n \rightarrow \infty$. The same holds in the Eikonal approximation. ${ }^{27}$ It is clear from the Riemann-Lebesgue Lemma ${ }^{33}$ that, when smeared with test functions, the screened amplitudes converge to the unscreened ones, i.e., distributional convergence ${ }^{4,24}$ holds. The same is however true if we take the Abel limit instead of an ordinary limit. In fact,

$$
\begin{align*}
\mathrm{A}-\lim _{n \rightarrow \infty} \cos (n z)= & \lim _{y \rightarrow 1-}(1-y) \sum_{n=0}^{\infty} y^{n} \cos (n z) \\
= & \lim _{y \rightarrow 1}(1-y) \frac{1-y \cos z}{1-2 y \cos z+y^{2}}=0 \\
& \text { for } z \neq 2 k \pi, k=0, \pm 1, \pm 2, \cdots \tag{3.33}
\end{align*}
$$

and thus the screened amplitude converges in this example in the Abel sense to the unscreened one.

To prove the general case in Eq. (3.30) we write

$$
\begin{align*}
\text { A- } & \lim _{n \rightarrow \infty} \exp [-2 i \omega(n)] f_{n}(x) \\
= & \lim _{y \rightarrow 1}(1-y) \sum_{n=1}^{\infty} e^{-2 i \omega(n)} f_{n}(x) y^{n} \\
= & \lim _{y \rightarrow 1}(1-y) \sum_{n=1}^{\infty} y^{n} e^{-2 i \omega(n)} \\
\times & \lim _{z \rightarrow 1} \sum_{l=0}^{\infty} \frac{1}{i}(2 l+1)\left(e^{2 i \delta_{l}^{n}}-1\right) P_{l}(x) z^{l} \\
= & \lim _{y \rightarrow 1} \lim _{z \rightarrow 1}(1-y) \sum_{n=1}^{\infty} y^{n} e^{-2 i \omega(n)} \\
& \times \sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) e^{2 i \delta_{l}^{n}} P_{l}(x) z^{l} \\
= & \lim _{y \rightarrow 1} \lim _{z \rightarrow 1} \sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) e^{2 i \delta_{l}} P_{l}(x) z^{l} \\
& \times(1-y) \sum_{n=1}^{\infty} \exp \left[2 i\left(\delta_{l}^{n}-\omega(n)-\delta_{l}\right)\right] y^{n}, \quad x \neq 1 . \tag{3.34}
\end{align*}
$$

Here we interchanged $\Sigma_{n}$ and $\lim _{z \rightarrow 1}$. with the help of bound (2.14) and Weierstrass criterion. For $x \neq 1$ the Abel sum (3.19) vanishes and therefore the contribution from the $(-1)$ in the sum over $l$ can be dropped. We subsequently interchanged $\Sigma_{n}$ and $\Sigma_{l}$ since $|y|<1$ and $|z|<1$. From ${ }^{4,24}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\delta_{l}^{n}-\omega(n)\right)=\delta_{l} \tag{3.35}
\end{equation*}
$$

and therefore

$$
\begin{align*}
& \mathrm{A}-\lim _{n \rightarrow \infty} \exp \left[2 i\left(\delta_{l}^{n}-\omega(n)-\delta_{l}\right)\right] \\
& \quad=\lim _{y \rightarrow 1}(1-y) \sum_{n=1}^{\infty} y^{n} \exp \left[2 i\left(\delta_{l}^{n}-\omega(n)-\delta_{l}\right)\right]=1, \tag{3.36}
\end{align*}
$$

we finally obtain the desired result

$$
\begin{align*}
& \text { A- } \lim _{n \rightarrow \infty} \exp (-2 i \omega(n)) f_{n}(x) \\
& \quad=\lim _{z \rightarrow 1} \sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) e^{2 i \delta_{l}} P_{l}(x) z^{l} \\
& \quad=\mathrm{A}-\sum_{l=0} \frac{1}{i}(2 l+1) e^{2 i \delta_{l}} P_{l}(x)=f(x), \quad x \neq 1 \tag{3.37}
\end{align*}
$$

This means that the specific form of the screening function $\alpha^{n}(r)$ is irrelevant for the differential cross section if the Abel limit $n \rightarrow \infty$ is applied.

## IV. NUMERICAL ILLUSTRATIONS AND CONCLUSION

Having proved that Abel summation is appropriate for the partial wave expansions of scattering amplitudes for long- and short-range interactions, we now discuss a few numerical examples. For all our examples we choose a typical value of the Coulomb parameter $\gamma=0.1$. In the figures we plot only the real parts of the quantities for convenience.

In Fig. 2 we compare the partial sums of the diverging partial wave summation for pure Coulomb scattering $(\alpha=1 / 4)$ and $x=-1$

$$
\begin{align*}
f^{K}(x & =-1) \\
& =\frac{1}{i} \sum_{l=0}^{K}(2 l+1)\left[\frac{\Gamma(1+l+i \gamma)}{\Gamma(1+l-i \gamma)}-1\right](-1)^{t} \tag{4.1}
\end{align*}
$$

with the partial sums of the converging Abel summation in Eq. (3.17):

$$
\begin{equation*}
f^{K}(x=-1, y=1)=\sum_{l=0}^{K} d_{l}(x=-1)(z(y=1))^{l} \tag{4.2}
\end{equation*}
$$

which converge for $K \rightarrow \infty$ to the Abel sum of the partial wave amplitudes. For $x=-1$ we have $p=1$ and $z(y=1)=(\sqrt{2}-1) /(\sqrt{2}+1)=0.171573$ for the mapping (3.16). The correct value of the Coulomb scattering amplitude (2.6) at $x=-1$ is $(-0.099344+0.011439 i)$ which is obtained with four digit accuracy from the 10th partial sum onwards (six digits for the 15 th partial sum). An equivalent figure can be drawn for the case of $V(r)$ $=\gamma / r+\left(\alpha-\frac{1}{4}\right) / r^{2}$, where the phase shifts are explicitly known from Eq. (3.6); the convergence properties are very similar.

The rate of convergence is satisfactory for $x \lesssim 0$ but gets worse as $x$ approaches one. In Fig. 3 we give the partial sum


FIG. 2. We compare the difference between the correct value of the real part of the Coulomb amplitude and the partial sums for the ordinary partial wave summation [denoted by $\Sigma \equiv f^{K}(x=-1)-f^{c}(x=-1)$, cf. Eq. (4.1)] and the partial Abel sums [denoted by A- $\Sigma \equiv f^{K}(x=-1$,
$y=1)-f^{c}(x=-1)$, cf. Eq. (4.2)]. The normal partial sums diverge oscillatorily and are therefore scaled down by a factor of 20; the partial Abel sums converge quickly and are correct to four decimals for $K \geqslant 10$.


FIG. 3. For $x=0.5$ the convergence of the Abel sum is slow; the difference between the correct value and the divergent ordinary partial sums is denoted by $\Sigma \equiv f^{\kappa}(x=0.5)-f^{c}(x=0.5)$ and is scaled down by a factor of 10 in the figure. The difference between the correct value and the partial Abel sums is denoted by $\mathrm{A}-\Sigma \equiv f^{k}(x=0.5, y=1)-f^{c}(x=0.5)$. The convergence of the sum can be improved substantially if one sums the series in $x^{\prime}$ [ $\mathbf{E q}$. (4.3)], where the expansion coefficients $\alpha$, are themselves obtained from Abel sums. The difference between the correct value $f^{c}(x=0.5)$ and the partial sums in $\boldsymbol{x}^{1}$ is denoted by $\boldsymbol{\Sigma}_{\alpha}$ and vanishes quickly. Even faster convergence is achieved if one sums the corresponding series in $\omega(x)^{\prime}$, the optimal conformal variable. The expansion coefficients $\beta_{l}$ can be computed from the $\alpha_{1}$. The difference between the correct value and the partial sums is denoted by $\Sigma_{\beta}$. At $K=7$ the partial sum in $w^{\prime}$ is already correct for six digits. (Only the real parts are plotted.)
(4.1) and the partial Abel sum (4.2) for pure Coulomb scattering at $x=0.5$; the corresponding values for $p$ and $z$ are $p=1 / 6$ and $z=7 / 9$. The correct value of the scattering amplitude is $(-0.399885-0.009592 i)$ and the deviation of the 20th partial Abel sum is still about $5 \%$.

A way out of the convergence problems for $x \gtrsim 0$ is offered by the expansion in $x^{i}$ or even $(w(x))^{\prime}$ [cf. Eq. (2.8)] rather than $P_{l}(x)$. Although this is a technical detail, let us discuss this approach since it is helpful in practical summations. For simplicity we treat only the pure Coulomb potential, but the formulas derived may be easily generalized.

For this purpose we expand $\hat{f}^{c}(x, y)$ [cf. Eq. (3.23)] by expanding the Legendre polynomials ${ }^{31}$ into a series in $x^{l}$.

$$
\begin{align*}
\hat{f}^{c}(x, y)= & \sum_{l=0}^{\infty} \frac{1}{i}(2 l+1) \frac{\Gamma(1+l+i \gamma)}{\Gamma(1+l-i \gamma)} P_{l}(x) y^{l} \\
= & \sum_{l=0}^{\infty} \alpha_{l}(y) x^{l}, \quad-1 \leqslant x<1, \quad|y|<1 \\
\alpha_{l}\left(v=y^{2}\right)= & \frac{(2 y)^{l}}{\Gamma(l+1) \Gamma(1 / 2)} \sum_{k=0}^{\infty}(-1)^{k}(4 k+2 l+1) \\
& \times \frac{\Gamma(2 k+l+1+i \gamma) \Gamma(k+l+1 / 2)}{\Gamma(2 k+l+1-i \gamma) \Gamma(k+1)} v^{k} \\
\equiv & \sum_{k=0}^{\infty} \alpha_{l k} v^{k}, \quad|v|<1 . \tag{4.3}
\end{align*}
$$

The coefficients $\alpha_{l}(y=1)$ are again given by Abel summable series; the limit $\lim _{v \rightarrow 1 .} \alpha_{l}(v)$ exists since the large $k$ behavior implies a singularity of the type

$$
(v+1)^{-3 / 2-2 i \gamma-1}
$$

for $\alpha_{l}(v)$ (the factor $y^{\prime}$ may be omitted since $y \rightarrow 1$ ). In order to determine $\alpha_{l}(1)$ we apply the technique discussed in Sec.

TABLE I. The values of the first seven coefficients $\tilde{\alpha}_{1}$ [Eq. (4.6)] and $\tilde{\beta}_{1}$ [determined from the $\widetilde{\alpha_{l}}$ with Eq. (4.9)] for the expansion of the Coulomb amplitude in $x^{\prime}$ [Eq. (4.3)] and in $w(x)^{\prime}$ [Eq. (4.8)].

| $l$ | $\operatorname{Re} \widetilde{\alpha}_{i}$ | $\operatorname{Im} \widetilde{\alpha}_{l}$ | $\operatorname{Re} \tilde{\beta}_{i}$ | $\operatorname{Im} \tilde{\beta}_{l}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | -0.199795 | 0.009063 | -0.199795 | 0.009063 |
| 1 | -0.200701 | -0.010916 | -0.802804 | -0.043664 |
| 2 | -0.200155 | -0.020951 | -1.596872 | -0.247888 |
| 3 | -0.199457 | -0.027623 | -2.363740 | -0.558000 |
| 4 | -0.198766 | -0.032610 | -3.106192 | -0.918432 |
| 5 | -0.198114 | -0.036585 | -3.830596 | -1.317072 |
| 6 | -0.197504 | -0.039887 | -4.532568 | -1.750256 |

III with the mapping $v \rightarrow z$ [Eq. (3.16) and $p=1$ ], i.e.,

$$
\begin{equation*}
\alpha_{i}(v)=\sum_{k=0}^{\infty} \alpha_{l k} v^{k}=\sum_{k=0}^{\infty} \eta_{l k} z^{k}, \tag{4.4}
\end{equation*}
$$

where the $\eta_{l k}$ are determined from the $\alpha_{l k}$ like the $d$ 's from the $c^{\prime}$ s in Eq. (3.18).

In the special case of the Coulomb potential we can determine the correct values of $\alpha_{l}$ by expanding $f^{c}(x)$ in a binomial series

$$
\begin{align*}
& f^{c}(x)=-\gamma 2^{1+i \gamma} \frac{\Gamma(1+i \gamma)}{\Gamma(1-i \gamma)}(1-x)^{-1-i \gamma} \\
&=\sum_{l=0}^{\infty} \alpha_{l} x^{l}, \quad|x|<1 \\
& \alpha_{l}=\binom{-1-i \gamma}{l}(-1)^{l+1} \gamma 2^{1+i \gamma} \frac{\Gamma(1+i \gamma)}{\Gamma(1-i \gamma)}  \tag{4.5}\\
& l=0,1,2, \cdots
\end{align*}
$$

The partial Abel sums [cf. Eq. (4.4)] for $v=1$ are rapidly approaching these correct values. In Table I we give the values of the first seven coefficients as obtained from the30th partial Abel sum

$$
\begin{equation*}
\widetilde{\alpha}_{l} \equiv \sum_{k=0}^{30} \eta_{l k}(z(v=1))^{k} \tag{4.6}
\end{equation*}
$$

which are correct for all six decimals. For positive $x$ the rate of convergence is still improved if one introduces the conformal mapping

$$
\begin{align*}
& w=\frac{1-(1-x)^{1 / 2}}{1+(1-x)^{1 / 2}}, \quad x=\frac{4 w}{(1+w)^{2}},  \tag{4.7}\\
& (x=-\infty,-1,0,1 \rightarrow w=-1 \\
& (1-\sqrt{ } 2) /(1+\sqrt{ } 2), 0,1)
\end{align*}
$$

Then
$\hat{f}^{c}(x, y)=\sum_{l=0}^{\infty} \alpha_{l}(y) x^{l}=\sum_{l=0}^{\infty} \beta_{l}(y) w^{l}$,
$\beta_{l}(y)=\sum_{k=0}^{1}(-1)^{l+k} 4^{k} \frac{\Gamma(l+k)}{\Gamma(2 k) \Gamma(l-k+1)} \alpha_{k}(y)$.
In Table I we give $\tilde{\beta}_{l}(y=1)$ that are determined from the $\widetilde{\alpha}_{l}(y=1)$. In Fig. 3 we also exhibit the partial sums of (4.8) for the expansion in $x\left(\Sigma_{\alpha}\right)$ and in $w\left(\Sigma_{\beta}\right)$ at $x=0.5$; the comparison with the slowly convergent Abel sum (A- $\Sigma$ ) clearly demonstrates the strongly improved rate of convergence. Note however that polynomial expansions have stability problems; small errors in the coefficients may produce large deviations in the results. For the related questions of
stability of analytic continuations we refer to Ciulli et al. ${ }^{23}$
Concluding, we have shown that partial wave expansions of scattering amplitudes for Coulomb-type potentials, although divergent when summed in the ordinary sense, converge when treated as Abel sums. Thus, from the theoretical point of view Abel's summation procedure is well suited to sum partial wave expansions of scattering amplitudes for long-range as well as short-range interactions. We have also demonstrated that physical quantities for screened Coulomb-like potentials are in the Abel limit independent of the specific form of screening. Finally, we have shown how to obtain numerical results with the help of conformal mapping techniques and the construction of optimal converging series.
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#### Abstract

It is shown that the multipole expansion of electrostatic energy can be expressed in the form of energy specification $S\left\{\boldsymbol{W}_{e}\right\}=\left\langle[\mathbf{P}]_{i}, \nabla^{(l)} \phi\right\rangle$, where $\nabla^{(l)}$ is a differential operator, whereas $\phi$ and $[\mathbf{P}]_{l}$ represent an arbitrary test potential and equivalent reduced volume multipole density, respectively. Two electrostatic sources are $l$-equivalent if their energy specifications are identical. The formalism by means of which electrostatic multipole sources can be effectively handled is developed.


PACS numbers: 41.10.Dq

## I. INTRODUCTION

On reviewing problems regarding the foundation of macroscopic electrodynamics, it appears that certain of these demand further elaboration. One of these problems is concerned with the energy of an electrostatic system, and this may be analyzed with emphasis on two particular aspects. First, the procedure of integration by parts commonly employed in energy-integrals becomes progressively awkward as multipoles of higher order are considered. The second aspect is the physical basis of the macroscopic electrodynamics. It may happen that, due to the mathematical idealization involved, calculations including self-energy give rise to ill-defined results. This is an extremely serious issue to be settled in elementary-particles physics. In macroscopic electrodynamics, however, it may be reasonable to avoid the self-energy of charged particles completely in energy calculation, maintaining that the interaction energy of the system is fundamental to the entire theory. In other words, it is conjectured that any part of macroscopic electrodynamics may be developed by starting with the interaction energy of the source distribution of a system and arbitrary external field.

It is the purpose of this paper to develop a formalism that refines and generalizes the concept of a potential equivalence ${ }^{1}$ of electrostatic sources along the lines discussed above. This formalism will allow multiple densities of an arbitrary high order to be included explicitly in the course of the analysis. Needless to say, the multipole properties of atoms and molecules are well defined and therefore it is very natural and important to consider an equivalency relation of sources including their arbitrary polarities. In the following, any source of electromagnetic field will be placed in a family of potential fields produced by external agents. Furthermore, besides the field itself, the field gradient and its tensorial generalizations of higher orders are considered to be significant probing agents that test the characteristics of a given source distribution.

The main result established in this paper is the formalism for handling a multipole of arbitrarily high order, based on the concept of a source body as defined in Def. 1 and its application to the multipole expansion of electrostatic energy. Subsequently, it will be shown that multipole densities

[^13]may always be considered equivalent to appropriate densities of lower orders. Both the aforementioned formalism and the concept of equivalency are based on the interaction between a given source body [P] and an externally applied field. To develop a consistent formalism that conforms with these objectives, the concept of energy specification ${ }^{2}$ is made precise by defining it as a set of all possible values of the functional $\langle[\mathbf{P}], L \phi\rangle$, where $L$ is a linear differential operator and $\phi$ is an arbitrary test potential. In view of this, the theory of generalized functions appears to be a desirable framework with which to work. The merit of the distributional formalism is clearly presented when one deals with discontinuities and other singularities of physical quantities. Thus a considerable amount of applications of the generalized functions to macroscopic electrodynamics have been given by now. In particular, the description of electromagnetic sources has been discussed in this context. Mazur ${ }^{3}$ and de Groot and his school ${ }^{4}$ have developed the generalized description of the multipole electric and magnetic sources with polarity of an arbitrary high order by employing the Taylor series-type expansion of the $\delta$ function. The generalized formulation of Maxwell's equations has been studied by several authors. ${ }^{5,6,7}$ Some applications of the vector generalized functions are also discussed by Gagnon. ${ }^{8}$ In the present paper, the merit of the distributional formalism will be emphasized in a broader sense in that, by its virtue, the field-gradient qualities of an external field may be related straightforwardly with the boundary effects that appear upon forcing the support of a source density to vanish outside a finite space.

In Sec. II a notation will be introduced in which various tensor operations are incorporated with the distributional formalism. In particular, the formula that generalizes a classical identity $\nabla \cdot(\phi \mathbf{a})=\nabla \phi \cdot \mathbf{a}+\phi \nabla \cdot \mathbf{a}$ is of special interest. In Sec. III the concepts of the source body and the energy specification of order $l$ are defined. It is shown in Sec. IV how to transform an energy integral of a system into another one which is more readily ameanable to physical interpretation by systematically using the procedure

$$
\begin{align*}
& \left\langle[\mathbf{P}]_{m}, L \phi\right\rangle \cong\left\langle\nabla^{(m-l)}[\mathbf{P}]_{m}, \nabla^{(l)} \phi\right\rangle \\
& =\left\langle[\mathbf{P}]_{l, e q}, \nabla^{(l)} \phi\right\rangle \tag{1}
\end{align*}
$$

where the original differential operator $L$ is factored like $L=\nabla^{(n \cdots l)} \nabla^{(I)}$ while $[\mathbf{P}]_{m}$ and $[\mathbf{P}]_{l, e q}$ are a given multipole source body of the order $m$ and reduced multipole source body of order $l$, respectively. Furthermore, the above
procedure yields an additive version of the multipole expansion of interaction energy. Finally, in Sec. V the importance of the formalism and the consequences for its application are pointed out.

## II. DIVERGENCE ITERATIONS OF CONTRACTION

Let $R^{3}$ be a real three-dimensional Euclidean space with a fixed base and let $\mathbf{F}=\left\{F_{j_{1} \cdots j_{k}}\right\}=\left\{F_{J_{k}}\right\}, \mathbf{a}=\left\{a_{i_{1} \cdots i_{m}}\right\}$ $=\left\{a_{I_{m}}\right\}$, respectively, denote sufficiently smooth tensor functions defined on $R^{3}$. The $k$-element ( $m$-element) set of indices $j_{\alpha}\left(i_{\beta}\right)$ is denoted by $J_{k}\left(I_{m}\right)$. The $s$ th tensorial contraction of $F$ and $a$ is defined as
where the contraction in the second member is performed over arbitrary $s$-element subset $J_{s}$ chosen as common subset from $J_{k}$ and $I_{m}$. It is assumed in the following that a contraction involved in (2) starts with the last available index of $\mathbf{F}$ and the first available index of a, whereupon the available pair of indices will be subsequently contracted; such a procedure continues $s$ times. The $l$ th iterations of gradient and divergence are defined, respectively, by

$$
\begin{align*}
& \nabla^{(l)} \mathbf{F}=D_{h_{1}} \cdots D_{h_{1}} F_{j_{1} \cdots j_{h}}, \\
& \nabla^{(l)} \cdot \mathbf{F}=D_{h_{1}} \cdots D_{h_{1}} F_{j_{1} \cdots h_{r} \cdots h_{1}}, \tag{3}
\end{align*}
$$

where $D_{h}$ denotes a partial derivative with respect to the variable $\boldsymbol{x}_{h}$. By direct computation one verifies that for $m>k=s \geqslant 0$ (Appendix A),

$$
\begin{equation*}
\nabla \cdot\left[\mathbf{C}^{(s)}(\mathbf{F}, \mathbf{a})\right]=\mathbf{C}^{(s+1)}(\nabla \mathbf{F}, \mathbf{a})+\mathbf{C}^{(s)}(\mathbf{F}, \nabla \cdot \mathbf{a}) . \tag{4}
\end{equation*}
$$

One can generalize the above formula to obtain the $(m-s)$ th divergence iteration. In fact, a remarkably useful formula,

$$
\begin{equation*}
\nabla^{(m-s)} \cdot\left[\mathbf{C}^{(s)}(\mathbf{F}, \mathbf{a})\right]=\sum_{t=0}^{m-s} \mathbf{C}^{(s+t)}\left(\nabla^{(t)} \mathbf{F}, \nabla^{(m-s-t)} \cdot \mathbf{a}\right) \tag{5}
\end{equation*}
$$

may be proved by introducing for each $t$

$$
\begin{align*}
& \mathbf{C}^{(s+i)}\left(\nabla^{(t)} \mathbf{F}, \nabla^{(m-s-t)} \cdot \mathbf{a}\right) \\
& \quad=\sum_{H_{1}} D_{H_{i}} F_{J_{l}} D_{H_{m} \ldots} \ldots a_{J_{\Delta} H_{t} H_{m}} \ldots \tag{6}
\end{align*}
$$

The summation in (6) is performed on all $t$-elements sets $H_{t}$ that are possible under the condition $H_{t} \subset C I_{s}$, where $C I_{s}$ is understood as a complement of $I_{s}$ with respect to the set $I_{m}$. The detailed calculations necessary to prove Eq. (5) are presented in Appendix A.

For a scalar test function $\phi$, the derivative of a generalized scalar function $\rho$ is defined by ${ }^{9}$

$$
\begin{equation*}
\left\langle\rho^{\prime}, \phi\right\rangle=-\left\langle\rho, \phi^{\prime}\right\rangle . \tag{7}
\end{equation*}
$$

For a generalized vector function $\rho$, the following, formula will be useful
$\langle\nabla \cdot \boldsymbol{\rho}, \phi\rangle=\left\langle D_{i} \rho_{i}, \phi\right\rangle=\left\langle\rho_{i},-D_{i} \phi\right\rangle=\langle\boldsymbol{\rho},-\nabla \phi\rangle$,
where $\langle\boldsymbol{\rho}, \boldsymbol{\phi}\rangle=\boldsymbol{\Sigma}_{i}\left\langle\rho_{i}, \phi_{i}\right\rangle=\left\langle\rho_{i}, \phi_{i}\right\rangle$ is understood. In order to generalize the above procedure, the generalized $s$ th
contraction $\mathbf{C}^{(s)}\langle\mathbf{F}, \phi\rangle$ of a generalized tensor function $\mathbf{F}$ will be introduced. Let $\mathbf{F}$ be a tensor generalized function of order $k$ and let $\phi$ be a tensor test function of the order $m$ in the sense that all components of $\phi$ belong to the Schwartz space $\mathscr{D}$. For $0 \leqslant s \leqslant \min (k, m)$ a generalized function $\mathbf{C}_{F}^{(s)}$ is defined by

$$
\begin{equation*}
\mathbf{C}_{F}^{(s)}(\boldsymbol{\phi})=\mathbf{C}^{(s)}\langle\mathbf{F}, \boldsymbol{\phi}\rangle=\left\langle F_{J_{k} \quad J,}, \phi_{J, I_{m,}}\right\rangle, \tag{9}
\end{equation*}
$$

where a contraction is carried out with respect to the "inner" set of indices, $J_{s}$, as explained at the beginning of this section, Eq. (12).

## III. ENERGY SPECIFICATIONS OF ORDER /

Let $\Omega$ and $S_{\Omega}$ denote, respectively, a simply connected region in the three-dimensional space and the surface bounding the region. A characteristic function $\delta(\Omega)$ is defined, as usual, by

$$
\delta(\Omega)=\eta\left[S_{\Omega}(x)\right]= \begin{cases}1, & S_{\Omega}(x) \geqslant 0  \tag{10}\\ 0, & S_{\Omega}(x)<0\end{cases}
$$

where $x$ is an arbitrary point in the space and $S_{\Omega}(x)=0$ defines the surface $S$. The sources to be considered in the present paper may have an arbitrary support. Furthermore, we make it a rule to employ an integral extended over the entire space. Hence, a source density is given in the whole space even if the distribution in individual cases extends over a finite space only. ${ }^{10}$ A generalized function corresponding to a source distribution in this sense may be denoted by [P] and the physical objects that embody such a source distribution will be called the physical or source bodies. In order to deal with multipole densities of arbitrarily high order a system of notations must be developed which is capable enough to present the symbol's meaning clearly and consistently in any situation of application. Definite forward steps to achieve our goal will be made by introducing two definitions.

Definition 1: An electrostatic multipole source body of order $r$ is a generalized function

$$
\begin{equation*}
\left[\mathbf{P}^{(m)}\right]_{r}=\mathbf{C}^{(m-r)}\left[\nabla^{(m-r)} \delta(\Omega), \mathbf{P}^{(m)}\right] \tag{11}
\end{equation*}
$$

The list of the quantities on the right-hand side reads
$\mathbf{P}^{(m)} \quad$ Tensor source density, sufficiently regular and determined in the whole space $R^{3}$,
$\delta(\Omega) \quad$ Characteristic function of the source support,
$C^{(m-r)} \quad$ The $(m-r)$ th tensorial contraction defined by (2).
The quantity that appears for $m=r,\left[\mathbf{P}^{(m)}\right]_{m}=[\mathbf{P}]_{m}$, will be called an elementary source body or elementary volume source density. For $m>r$, a source body $\left[\mathbf{P}^{(m)}\right]_{r}$ will be called a physical surface or simply a layer. Occasionally it is convenient to use a traditional notation that is applicable when $m=0$. For example, $[\mathrm{P}]_{0}=[\rho]$ is a source body associated with a volume charge density.

In the present analysis of the interaction energy between an arbitrary source body $[P]$ and a test field $\phi$, the quality of a source body will be categorized by applying the multipole expansion as defined by (11), while the energy integral will be subject to its own multipole expansion. In such an expansion of energy integrals, integrals of the type

〈[P],L $\phi\rangle$ will be used. A suitably chosen set of such integrals is the basis of the formalism to be developed. The class of operators $L$ may be generalized, but for the purpose of laying a foundation for the macroscopic electrostatics, we limit it to linear differential operators $L=\nabla^{(n-1)} \nabla^{(l)}$ required for the multipole expansion of energy (Appendix B). With the above remarks in mind, the following definition is introduced.

Definition 2: An electrostatic energy specification of the order $l$ of a multipole source body $[\mathbf{P}]_{m}$ is a set $S\left\{W_{e}\right\}$ of functionals, where an individual functional $W_{e}$ is the energy

$$
\begin{equation*}
W_{e}=\mathbf{C}^{(m)}\left\langle[\mathbf{P}]_{m}, \nabla^{(m-l)}\left(\nabla^{(l)} \phi\right)\right\rangle, \tag{12}
\end{equation*}
$$

evaluated for a particular test potential of the family $\mathscr{D}$. The factorization $\nabla^{(m-l)} \nabla^{(l)}$ indicates explicitly that $\nabla^{(l)} \phi$, the $l$ th tensorial derivative of test field, is being investigated in the specification.

As is the case with a test function $f(x)$ discussed in the standard reference on the macroscopic averaging process, ${ }^{11}$ the test potential here introduced does not need to be specified in detail. All that is required is that it is sufficiently smooth and it vanishes outside bounded regions. Two source bodies $\left[\mathbf{P}_{1}\right]_{l},\left[\mathbf{P}_{2}\right]_{l}$ are said to be equivalent if, and only if, for some ( $l$ ), $(l=0,1,2, \cdots)$,

$$
\begin{equation*}
\left\langle\left[\mathbf{P}_{1}\right]_{l},{ }^{(l)} \phi\right\rangle=\left\langle\left[\mathbf{P}_{2}\right]_{l},{ }^{(l)} \phi\right\rangle . \tag{13}
\end{equation*}
$$

## IV. REDUCED MULTIPOLE DENSITIES

In this section it is shown that a distribution of multipole densities of order $m \geqslant l$ contained in a region $\Omega$ can be effectively replaced by equivalent volume multipole densities of order $l$. This result leads naturally to the additive form of the multipole expansion of energy. First consider a single elementary multipole source body $[\mathbf{P}]_{m}$. In view of Eq. (5) and Def. 2, $[\mathbf{P}]_{m}$ is equivalent to the sum of the bodies of order l, i.e.,

$$
\begin{align*}
\delta(\Omega) \mathbf{P}^{(m)} \sim( & -1)^{m-1} \sum_{t=0}^{m-l} \mathbf{C}^{(t)} \\
& \times\left[\nabla^{(t)} \delta(\Omega), \nabla^{(m-l-t)} \cdot \mathbf{P}^{(m)}\right] \tag{14}
\end{align*}
$$

Indeed, using a definition of the generalized derivative

$$
\begin{align*}
& \mathbf{C}^{(m)}\left\langle\delta(\Omega) \mathbf{P}^{(m)}, \nabla^{(m-l)}\left(\nabla^{(l)} \phi\right\rangle\right. \\
& =\mathbf{C}^{(\prime)}\left((-1)^{m-l} D_{i_{1}, 1} \cdots D_{i_{n}}\right. \\
& \left.\times\left[\delta(\Omega) \cdot P_{\left.i_{1} \cdots i_{i} \cdots i_{1},\right]}\right], D_{h_{1}} \cdots D_{h_{1}} \phi\right) \\
& =\mathbf{C}^{(l)}\left\langle(-1)^{m-l} \nabla^{(m-l)}\left(\delta(\Omega) \mathbf{P}^{(m)}\right), \nabla^{(l)} \phi\right\rangle, \tag{15}
\end{align*}
$$

and it is sufficient to apply Eq. (5) in order to obtain the decomposition (14). Suppose that a region $\Omega$ contains multipole moment densities of orders $m$ for every $m$ from $l$ to $M, l \leqslant m \leqslant M$. From Eq. (5) one obtains

$$
\begin{align*}
\sum_{m=1}^{M} & (-1)^{m-t} \nabla^{(m-l)} \cdot\left[\mathbf{P}^{(m)}\right] \\
& =\sum_{m=1}^{M} \sum_{t=0}^{m-l}(-1)^{m-t} \mathbf{C}^{(t)}\left(\nabla^{(t)} \delta(\Omega), \nabla^{(m-t-t)} \cdot \mathbf{P}^{(m)}\right) \tag{16}
\end{align*}
$$

and after changing the order of summation in (16), the energy specification $S\left\{W_{e}\right\}$ of order $l$ for the source body

$$
\begin{align*}
\Sigma_{l}^{M}[\mathbf{P}]_{m}= & \delta(\Omega)\left\{\mathbf{P}^{(l)}+\cdots \mathbf{P}^{(n)}\right\} \text { becomes } \\
S\left\{W_{e}\right\}= & \sum_{m=1}^{M} \mathbf{C}^{(m)}\left\langle\delta(\Omega) \mathbf{P}^{(m)}, \nabla^{(m-l)}\left(\nabla^{(l)} \phi\right)\right\rangle \\
= & \sum_{m=1}^{M}(-1)^{m-l} \mathbf{C}^{(l)}\left\langle\nabla^{(m-l)} \cdot[\mathbf{P}]_{m}, \nabla^{(l)} \phi\right\rangle \\
= & \mathbf{C}^{(l)}\left\langle\sum_{m=t}^{M} \sum_{t=0}^{m-l}(-1)^{m-l} \mathbf{C}^{(t)}\right. \\
& \left.\times\left(\nabla^{(t)} \delta(\Omega), \nabla^{(m-1-l)} \cdot \mathbf{P}^{(m)}\right), \nabla^{(l)} \phi\right\rangle \\
= & \mathbf{C}^{(l)}\left\langle\sum _ { t = 0 } ^ { M - l } \mathbf { C } ^ { ( t ) } \left(\nabla^{(t)} \delta(\Omega),\right.\right. \\
& \left.\left.\times \sum_{M_{t}} \sum_{m=l}^{M}(-1)^{m-l} \nabla^{(m-l-l)} \cdot \mathbf{P}^{(m)}\right), \nabla^{(l)} \phi\right\rangle \\
= & \mathbf{C}^{(l)}\left\langle\sum_{t=0}^{M-l} \mathbf{C}^{(t)}\left(\nabla^{(t)} \delta(\Omega), \mathbf{P}_{l, t}^{M}\right), \nabla^{(t)} \phi\right\rangle \\
= & \mathbf{C}^{(l)}\left\langle\sum_{t=0}^{M-l}\left[\mathbf{P}_{t}\right]_{t}, \nabla^{(l)} \phi\right\rangle . \tag{17}
\end{align*}
$$

Multipole densities

$$
\begin{equation*}
\mathbf{P}_{l, t}^{M}=\sum_{H_{1}} \sum_{m=1+t}^{M}(-1)^{m-l} \nabla^{(m-1-t)} \cdot \mathbf{P}^{(m)} \tag{18}
\end{equation*}
$$

of the source bodies $\left[P_{i}\right]_{l}$ will be referred to as the reduced volume source densities of order $l$. Note here that $t=0$ corresponds to the interior of a region $\Omega$ and $t \geqslant 1$ represent supports of source distributions at the boundary. Assuming $\mathbf{P}_{l, 0}^{M}=\mathbf{P}_{l}^{M}$ and $\mathbf{P}_{l, t}^{M}=\mathbb{S}_{l, t}^{M},(t \geqslant 1)$, Eq. (17) can be presented in the more explicit form

$$
\begin{equation*}
S\left\{\boldsymbol{W}_{e}\right\}=\mathbf{C}^{(l)}\left\langle\left[\mathbf{P}_{i}^{M}\right]+\sum_{t=1}^{M-1}\left[\Im_{i, t}^{M}\right], \nabla^{(l)} \phi\right\rangle \tag{19}
\end{equation*}
$$

Since Eq. (19) remains valid for an arbitrary $M$, the following property has been proved: An elementary source body [ $\Sigma_{m} \mathbf{P}^{(m)}$ ] containing volume multipole moment densities of an arbitrary high order is equivalent, in the sense of the energy specification of order $l$ to source bodies with reduced multipole densities

$$
\begin{equation*}
\mathbf{P}_{l, t}=\sum_{H_{1}, m=l+1} \sum_{m}^{\infty}(-1)^{m-t} \nabla^{(m-1}{ }^{n} \cdot \mathbf{P}^{(m)} \tag{20}
\end{equation*}
$$

In view of the classical expression for the energy of a continuous charge distribution in an external field

$$
\begin{equation*}
W_{e}=\int_{\Omega} \rho(T) \phi(T) d \vartheta_{\tau}=\langle[\rho], \phi\rangle \tag{21}
\end{equation*}
$$

the case $l=0$ is of particular importance. Indeed, reduced multipole densities become simply the volume charge densities and consequently the multipole expansion of the energy can be written in the "additive" form. Furthermore, the last formula establishes an equivalency relation between a multipole density distribution and an equivalent volume charge distribution.

## V. CONCLUDING REMARKS

Evidently the energy specification formalism developed in the present paper deals with multipole distributions of higher order consistently. The basic physical ideas underlying the formalism are commonly accepted ones, and a con-
cept of the generalized derivative has been extensively applied. The multipole expansion of electrostatic energy is a crucial preliminary step that must be taken before dealing with a bulk material based on the macroscopic distribution of molecular species. On realizing this circumstance, it has been shown that the generalized derivative effectively handles an arbitrary source and family of external fields. The interpretation of the intermediate and final results in terms of familiar physical images is naturally accomplished by adopting procedures similar to procedures in conventional electrodynamics. Thus, interaction between a source $\rho$ and an external potential $\varphi, W_{e}=\int \rho \varphi d \vartheta$, has been handled along the line discussed above. The subsequent step of development was to transform the terms of the form $\mathbf{P}^{(m)} . \nabla^{(m)} \phi$ into the form $\rho_{m} \phi$, where $\rho_{m}$ represents an equivalent charge density. When this is accomplished, the resultant additive character of equivalent charge densities is apparent, as may be schematically shown by

$$
\begin{equation*}
\sum \mathbf{P}^{(m)} \cdot \nabla^{(m)} \phi \sim\left(\sum \rho_{m}\right) \phi, \quad l=0 . \tag{22}
\end{equation*}
$$

It is interesting to note that the basic formula (20) determines an equivalent volume multipole source density of the order $l$, if one wishes to stop a "reduction" process at the level $l$. Moreover, Eq. (20) includes the boundary effects that result from forcing all the sources to vanish outside the source body. It can be easily seen that for $l=0$ the volume moment density becomes simply the volume charge density. Furthermore, a classical Lorentz's "dipole approximation" requires a test field to be in the form $\mathbf{E}_{t}=-\nabla \phi$ and consequently Eq. (20) yields, inside a region $(t=0)$,

$$
\begin{equation*}
P_{0}=\rho=\sum(-1)^{m} \nabla^{(m)} \cdot \mathbf{P}^{(m)} \tag{23}
\end{equation*}
$$

and at its boundary,

$$
\begin{equation*}
-\Im_{0, t}=\mathbf{P}_{t}=\sum_{H_{t}, m=t} \sum_{t}(-1)^{m} \nabla^{(m-t)} \cdot \mathbf{P}^{(m)} \tag{24}
\end{equation*}
$$

For $t=1$ one obtains the more general case of a known formula according to which a volume multipole distribution inside a region is equivalent to the sum of the volume charge density (23) and volume charge density ${ }^{2}$

$$
\begin{equation*}
\mathfrak{S}_{0.1}=\sum_{H_{i}, m=1} \sum_{n}(-1)^{m} \nabla^{(m-1)} \cdot \mathbf{P}^{(m)} \tag{25}
\end{equation*}
$$

which corresponds to a surface charge at the boundary. An additive version of the multipole expansion will prove to be a convenient setting in which the notions of polarization charges and currents have the more rigorous meaning. This is, however, the subject of a separate paper.
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## APPENDIX A

In this Appendix, Eq. (5) is derived. Let $\mathbf{F}$ and a denote, respectively, tensorial functions of order $s$ and $m(m>s)$. In the following, summation is understood for all repeated indices. Using a definition of the tensorial contraction one obtains

$$
\begin{aligned}
& \nabla^{(m-s)} \cdot \mathbf{C}^{(s)}(\mathbf{F}, \mathbf{a})=\nabla^{(m-s)} \cdot\left(F_{j_{1}, \ldots, j_{i}} a_{j, \cdots, j_{1}, \ldots, \cdots i_{m}}\right) \\
& =D_{i_{1}, 1} \cdots D_{i_{m}}\left(F_{j_{l} \ldots,} a_{j, \cdots j_{i},+\cdots i_{m}}\right. \\
& =D_{i_{s+1}} \cdots D_{i_{m}},\left(D_{i_{m}} F_{j, \cdots j_{s}}\right. \\
& \left.\times a_{j_{s} \cdots j_{i} i_{+}, \cdots i_{m}}+F_{j, \cdots j_{k}} D_{i_{m},} a_{j_{s} \cdots i_{i} i_{+}+\cdots i_{m}}\right) \\
& =D_{i_{1}, 1} \cdots D_{i_{m}} \quad\left(D_{i_{m}}, D_{i_{m}} F_{j_{1}, \cdots,}\right. \\
& \times a_{j, \cdots, i_{i}+\cdots i_{m}}+D_{i_{m}} F_{j_{1} \cdots j_{i}} D_{i_{m}}, a_{j, \cdots, \cdots i_{m}} \\
& +D_{i_{m}}, F_{j_{1} \cdots j_{s}} D_{i_{m}} a_{j_{s} \cdots j_{1} \cdots i_{m}} \\
& \left.+F_{j_{l} \cdots j_{s}} D_{i_{m}}, D_{i_{m}} a_{j_{s} \cdots j, \cdots i_{m}, i_{m}}\right) \cdots \\
& =D_{i_{s+1}} \cdots D_{i_{m}} F_{j_{1} \cdots j_{,}} a_{j_{\cdots \cdots, \cdots, i_{4}, \cdots i_{m}}} \\
& +D_{i_{s}+} \cdots D_{i_{m}}, F_{j_{1}, \ldots, i} D_{i_{m}} a_{j_{s} \cdots i_{m}} \\
& +\cdots D_{i_{x}, 2} \cdots D_{i_{m}} F_{j_{1} \cdots j_{s}} D_{i_{s+}} a_{j, \cdots i_{i}, \ldots i_{m}} \\
& +\cdots+F_{j_{1} \cdots j_{s}} D_{i_{1}+1} \cdots D_{i_{m}} D_{i_{m}} a_{j \cdots i_{m}}
\end{aligned}
$$

where $H_{t}$ denote all possible $t$-element $(0 \leqslant t \leqslant m-s)$ subsets of the set $\left\{i_{s+1} \cdots i_{m}\right\}$. For $m-s=1$, (A1) yields

$$
\begin{equation*}
\nabla \cdot \mathbf{C}^{(s)}(\mathbf{F}, \mathbf{a})=\mathbf{C}^{(s+1)}(\nabla \mathbf{F}, \mathbf{a})+\mathbf{C}^{(s)}(\mathbf{F}, \nabla \cdot \mathbf{a}) \tag{A2}
\end{equation*}
$$

and, for example, for $s=1, m=2$, one obtained directly

$$
\begin{align*}
& \nabla \cdot \mathbf{C}(\mathbf{F}, \mathbf{a})=\nabla \cdot\left(F_{i} a_{i j}\right)=D_{j}\left(F_{i} a_{i j}\right)=D_{j} F_{i} a_{i j}+F_{i} D_{j} a_{i j} \\
& \quad=\mathbf{C}^{(2)}\left(D_{l} F_{n}, a_{i j}\right)+\mathbf{C}\left(F_{n}, D_{j} a_{i j}\right) \\
& \quad=\mathbf{C}^{(2)}(\nabla \mathbf{F}, \mathbf{a})+\mathbf{C}(\mathbf{F}, \nabla \cdot \mathbf{a}) . \tag{A3}
\end{align*}
$$

## APPENDIX B

Let $\overline{\Pi_{0} P}=\mathbf{R}$ and $\overline{\Pi_{0} \Pi}=\xi$ denote the points $P$ and $I$, respectively. In addition, let us define $\mathbf{r}=\overline{\pi P}=\mathbf{R}-\xi$. Using the Taylor expansion a potential $\phi$ can be written ${ }^{12}$
$\phi(P) \cong \sum_{m=0}^{\infty}(-1)^{m}\left(\mathbf{P}^{(m)} \cdot \nabla^{(m)}(1 / R)=\int(\rho / r) d \boldsymbol{\vartheta}\right.$,
where

$$
\begin{equation*}
\frac{1}{r}=\sum_{m=0}^{\infty} \frac{1}{m!}(-1)^{m}\left(\xi^{(m)} \cdot \nabla^{(m)}\right)(1 / R) \tag{B2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}^{(m)}=\frac{1}{m!} \int d \vartheta \rho \xi^{(m)} \tag{B3}
\end{equation*}
$$

denotes a multipole moment density of order $m$ with respect to $\Pi_{0}$ of a volume source density $\rho$. A mutual energy between a source distribution and test field then, can be expressed by

$$
\begin{equation*}
W_{e}=\int d \vartheta \rho \phi=\langle\rho, \phi\rangle \tag{B4}
\end{equation*}
$$

where $\phi$ is an arbitrary test potential. Expanding $\phi$ in the vicinity of $\Pi_{0}$, one obtains

$$
\begin{align*}
W_{e} & =\int d \vartheta_{I I} \rho(\Pi) \phi(\Pi)=\int d \vartheta_{I I} \rho(\Pi) \phi\left(\Pi_{0}+\boldsymbol{\xi}\right) \\
& =\int d \vartheta_{I} \rho(\Pi)\left(\sum_{m=0}^{\infty} \frac{1}{m!}\left(\xi \cdot \nabla_{\Pi_{0}}\right)^{(m)} \phi\left(\Pi_{0}\right)\right) \\
& =\sum_{m=0}^{\infty}\left(\mathbf{P}_{I_{I_{u}}}^{(m)} \cdot \nabla_{I_{0}}^{(m)}\right) \phi\left(\Pi_{0}\right) . \tag{B5}
\end{align*}
$$

Eq. (B5) determines the type of differential operators $L$ to be used in the formalism.
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#### Abstract

The energy specification $S\left\{\boldsymbol{W}_{e}\right\}=\left\langle[\mathbf{P}]_{i=0}, \varphi\right\rangle$ of electrostatic sources introduced in the preceding paper is further developed. The electrostatic potential $\Phi$ due to a source distribution is defined as a generalized function satisfying the energy specification equation $S\left\{W_{e}\right\}=\left\langle-\epsilon_{0} \nabla^{(n)}\right.$ - $\left.\nabla^{(n)} \boldsymbol{\Phi}, \varphi\right\rangle$, where $n$ denotes the order of a multipole approximation is reviewed. Specifically, the generalized function of an equivalent field corresponding to a classical field intensity $\mathbf{E}$ is introduced in terms of a given energy specification $S\left\{\boldsymbol{W}_{e}\right\}$. Besides the equivalent field, a family of generalized functions $\mathbf{D}_{n}$ referred to as the characteristic fields is introduced to deal with the displacement vector $\mathbf{D}$. A formal description of the so-called polarization charges comes out of an analysis of an equivalent field. Equivalent fields of magnetostatic problems are discussed on the basis of the magnetostatic energy specification $S\left\{\boldsymbol{W}_{m}\right\}$.


PACS numbers: 41.10.Dq

## I. INTRODUCTION

In this paper the electrostatic energy specification will be further developed as a continuation of the previous work. ${ }^{1}$ For all practical purposes, the energy specification of order $l=0$ is of particular interest. In this case, all macroscopic multipole moment densities will be reduced to equivalent volume charge densities. ${ }^{2}$ For example, the commonly known procedure to handle a volume dipole moment density $\mathbf{P}$ represents an important case of such a situation. Indeed, from a macroscopic point of view, if there are no higher multipole moment densities within a given bounded region $\Omega$ the potential $\Phi$ at a point $\mathbf{x}$ outside $\Omega$ is given by

$$
\begin{aligned}
\Phi(\bar{x})= & \int_{\Omega} d^{3} x\left(\rho\left(\overline{\mathbf{x}}^{\prime}\right) /\right. \\
& \left.\left|\overline{\mathbf{x}}-\overline{\mathbf{x}}^{\prime}\right|+\mathbf{P}\left(\overline{\mathbf{x}}^{\prime}\right) \cdot\left(\overline{\mathbf{x}}-\overline{\mathbf{x}}^{\prime}\right) /\left|\overline{\mathbf{x}}-\overline{\mathbf{x}}^{\prime}\right|^{3}\right),
\end{aligned}
$$

where $\mathbf{P}$ is a macroscopic volume dipole density and $\rho$ is a volume charge density located within the region. Using a well-known procedure, ${ }^{3}$ the potential can be written

$$
\begin{aligned}
\Phi= & \int_{\Omega} d^{3} x^{\prime}\left[\rho\left(\mathbf{x}^{\prime}\right) /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|+P\left(\mathbf{x}^{\prime}\right) \cdot \nabla^{\prime}\left(1 /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)\right] \\
= & \int_{\Omega 2} d^{3} x^{\prime}\left\{\rho\left(\mathbf{x}^{\prime}\right) /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|+\left[\nabla^{\prime} \cdot\left(\mathbf{P} 1 /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)\right.\right. \\
& \left.\left.-1 /\left|\mathbf{x}-\mathbf{x}^{\prime}\right| \nabla^{\prime} \cdot \mathbf{P}\right]\right\} \\
= & \int_{\Omega 2} d^{3} x^{\prime} \rho\left(\mathbf{x}^{\prime}\right) /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|+\int_{\Omega} d^{3} x\left(-\nabla \cdot \mathbf{P} /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right) \\
& +\int_{S_{t 2}} d S \mathbf{P} \cdot \mathbf{n} /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|
\end{aligned}
$$

In view of the above formula, one usually considers that the combination of the volume charge density $-\nabla \cdot \mathbf{P}$ and surface charge density $\mathbf{P} \cdot \mathbf{n}$ is equivalent, as far as the resultant potential is concerned, to the volume dipole moment density P. Recently, Bleinstein et al. ${ }^{4}$ have mentioned that this potential equivalency can be used to demonstrate the existence as well as nonuniqueness of nonradiating sources in station-

[^14]ary fields. To quote Ref. 4, "...one can use Green's theorem to replace a source distribution in a domain by a monopoledipole distribution over any surface bounding that domain such that each yields the same field outside the bounding surface. The difference of these source distributions then yields zero field outside the bounding surface."

In this paper, a more general and rigorous analysis will be worked out on the same problem. Using the formalism developed in the previous paper, the energy $\boldsymbol{W}_{e}$ of a given source distribution will be systematically replaced by the standardized form of the energy specification $S\left\{W_{e}\right\}$ $=\langle[\rho], \phi\rangle$, where $[\rho]=[\mathbf{P}]_{I=0}$ is a reduced volume charge density and $\phi$ is an arbitrary test potential of the external field. Furthermore, by virtue of the requirement that the energy specification $S\left\{W_{c}\right\}$ be kept invariant, the generalized function of an electrostatic potential $\Phi$ will be defined uniquely once the order of multipole approximation is specified. The classical Lorentz dipole approximation appears to be the lowest order case of the so-defined multipole expansion formalism. It will be shown how to work out a formal description of polarization sources up to an arbitrary order of multipole expansion. One advantage of the present formalism is that, due to the mathematical streamlining, so to speak, a more adequate interpretation and definite meaning is assigned to the so-called true and bound charge-currents that otherwise must be presented in terms of figurative comparisons and arguments of a highly speculative nature ("polarization charge," "cutting of dipoles" etc.). It becomes evident, also, the such expressions as " the same field outside a domain" and "difference between sources" acquire quite definite and precise meaning when considered in the here proposed scheme of energy specification. The formalism developed in the previous paper provides all formulas needed in this systematic reduction of energy specification to the standardized form.

## II. EQUIVALENT AND CHARACTERISTIC FIELDS

In this section the nature of the polarization charge is discussed by means of energy specification of order $l=0$. It is shown that a formal description of polarization sources
can be given in terms of characteristic and equivalent sources by transforming the so-called energy specification equation. To begin with, a simple case of energy specification $S\left\{W_{e}\right\}$ will be discussed. Let the point charges $q_{1}, \ldots, q_{n}$ be placed at the points $T_{1}, \ldots, T_{n}$. Let a test potential $\phi$ be a sufficiently smooth scalar function vanishing outside the bounded region. The energy of the system consisting of the point charges $\left\{q_{1}, \ldots, q_{n}\right\}$ and an external field represented by the test potential $\phi$ is given by

$$
\begin{equation*}
W_{e}=\sum_{k=1}^{n} q_{k} \phi\left(T_{k}\right) \tag{1}
\end{equation*}
$$

By definition, $W_{e}$ is always finite and, in view of discussion given at the beginning of the previous paper, it is assumed to be the only meaningful energy-characterization of electromagnetic sources. In other words, the interaction energy between a given charge distribution and an external source is considered a crucial entity to be produced by a macroscopic experiment. Its fundamental significance arises from the fact that it remains invariant throughout the application of the present formalism. The set of numbers obtained from Eq. (1) for all elements $\phi$ of a given space $\mathscr{D}$ of test potentials represents a linear functional defined on $\mathscr{D}$. This functional will be referred to as the energy specification $S\left\{\boldsymbol{W}_{e}\right\}$ of the point charge system. Similarly, for a volume charge density $\rho$ localized in a region $\Omega$ and arbitrary test potential $\phi$, one can define an integral

$$
\begin{equation*}
W_{e}=\int_{\Omega} \rho(T) \phi(T) d \vartheta \tag{2}
\end{equation*}
$$

representing the electric field energy of the system.
The energy specification $S\left\{W_{e}\right\}$ represents a set of energies associated with a given set up of sources and family of external test fields. Note that such energies are functionals of the source distribution and are invariant under coordinate transformations. A specific analytical form of $W_{e}$ can be deduced from the multipole expansion of energy. Indeed, this expansion defines the characteristic way in which various source multipoles interact with an external field. Electric charges interact with an external potential, dipoles with an electric field, quadrupoles with a field gradient, and so forth. For example, for a given test potential, a distribution of dipoles localized at the points $T_{1}, \ldots, T_{n}$ has the energy given by

$$
\begin{equation*}
W_{e}=\sum_{k=1}^{n} \mathbf{p}_{k} \cdot(\nabla \phi)_{T_{k}} \tag{3}
\end{equation*}
$$

where $\mathbf{p}_{k}$ is a dipole moment at the point $T_{k}$. Similarly, for a volume dipole moment density $\mathbf{P}$ one obtains

$$
\begin{equation*}
W_{e}=\int_{\Omega} \mathbf{P} \cdot \nabla \phi d \boldsymbol{\vartheta} \tag{4}
\end{equation*}
$$

and for a volume quadrupole moment density $P_{\alpha \beta}$

$$
\begin{equation*}
W_{e}=\int_{\Omega}\left(\sum_{\alpha, \beta} P_{\alpha \beta} \frac{\partial^{2} \phi}{\partial \alpha \partial \beta}\right) d \vartheta \tag{5}
\end{equation*}
$$

It is the goal of the present scheme to exploit the wealth of forms that are obtained by transforming the functional sets (3)-(5) as exhaustively and properly as possible to cover various aspects of electromagnetism. Such transformations
are dictated by the basic principle that an energy is a scalar. Probably, it is not improper to explain the goal of the present scheme more colloquially by comparison with the advantage of variational formalism. ${ }^{5}$ There is a stationarity requirement imposed on a functional derived from a scalar Lagrangian function serves in compact form as a representative for the wealth of field equations. In other words, one starts with a compact functional form and obtains a variety of equations and their consequences upon developing the formalism. One may describe that situation by stating that the variational formula is the "pre-generating functional form" of the field equations. The purpose of the present paper is to work on the simplest version of the energy specification $S\left\{W_{e}\right\}$, a functional set written in shorthand, and to assert that it is possible to transform $S\left\{W_{e}\right\}$ from its "pre-generating functional form" to a standardized form $S\{\langle[\rho], \phi\rangle ; \phi \in \mathscr{D}\}$ useful in electrostatics. In other words, one can always, at least formally, relate an appropriate energy specification with a type of potential that represents the laboratory sitiuation in which actual measurements are to be performed. Therefore it is essential that in the standardized form the energy is always expressed in terms of a test potential itself rather than in terms of its derivatives as may happen for "pre-generating functional forms."

It is proposed that one work according to the conceptual deduction scheme

$$
W_{e} \Rightarrow\langle[\rho], \phi\rangle
$$

where the deduction is based on the invariance of energy

$$
\begin{equation*}
S\left\{W_{e}\right\}=S\{\langle[\rho], \phi\rangle, \phi \in \mathscr{D}\} ; \tag{6}
\end{equation*}
$$

[ $\rho$ ] represents a volume source density of the equivalent field. For simplicity of notation, the energy specification $S\{\langle[\rho], \phi\rangle ; \phi \in \mathscr{D}\}$ will be designated as $\langle[\rho], \phi\rangle$, where $\phi$ should be considered an arbitrary element of a given space $\mathscr{D}$ of test potentials. An observation of fundamental importance is that the version of the multipole expansion developed in Ref. 1 (Eq. 22) makes it possible to express, for $l=0$, an arbitrary source body as the combination of energyequivalent volume charge densities. ${ }^{2}$

For example, employing the definition of generalized derivative the expression (4) can be transformed as

$$
\begin{align*}
W_{e} & =\int_{\Omega} \mathbf{P} \cdot \nabla \phi d \vartheta \Rightarrow \int \delta(\Omega) \mathbf{P} \cdot \nabla \phi d \vartheta \\
& =\langle\delta(\Omega) \mathbf{P}, \nabla \phi\rangle=\langle-\nabla \cdot(\delta(\Omega) \mathbf{P}), \phi\rangle \\
& =\langle-\delta(\Omega) \nabla \cdot \mathbf{P}-\nabla \delta(\Omega) \cdot \mathbf{P}, \phi\rangle=\langle[\rho], \phi\rangle \\
& =S\left\{W_{e}\right\}, \tag{7}
\end{align*}
$$

where a volume charge density [ $\rho$ ] of the equivalent field is

$$
\begin{equation*}
[\rho]=\delta(\Omega)(-\nabla \cdot \mathbf{P})-\nabla \delta(\Omega) \cdot \mathbf{P} \tag{8}
\end{equation*}
$$

The last formula corresponds to a well-known property that a volume dipole moment density distribution is equivalent to the volume charge density $\rho=-\nabla \cdot \mathbf{P}$ within the region $\Omega$ and the surface charge density on the boundary. Although in classical formulation one usually restricts oneself to presentation of the above property for volume-type distributions, it is quite legitimite to apply, formally, the same procedure to
other source distributions. Thus, for a dipole curve with a linear density $P_{\alpha}\left(T_{\alpha}\right)$, one obtains

$$
\begin{align*}
W_{e} & =\int_{\alpha} \mathbf{P}_{\alpha}\left(T_{\alpha}\right)(\nabla \phi)_{T_{\alpha}} d t \\
& \Rightarrow \int \delta_{\alpha}\left(T-T_{\alpha}\right) \mathbf{P}_{\alpha}\left(T_{\alpha}\right) \cdot(\nabla \phi) d \vartheta \\
& =\left\langle\delta_{\alpha}\left(T-T_{\alpha}\right) \mathbf{P}_{\alpha}, \nabla \phi\right\rangle=\left\langle-\nabla\left[\delta_{\alpha}\left(T-T_{\alpha}\right) \mathbf{P}_{\alpha}\right], \phi\right\rangle \\
& =\langle[\rho], \phi\rangle=S\left\{W_{e}\right\}, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
[\rho]=\delta_{\alpha}\left(T-T_{\alpha}\right)\left(-\nabla \cdot \mathbf{P}_{\alpha}\right)-\nabla \delta_{\alpha} \cdot \mathbf{P}_{\alpha} \tag{10}
\end{equation*}
$$

Similarly, for formula (3) one obtains

$$
\begin{align*}
W_{e} & =\sum_{k=1}^{n} \mathbf{p}_{k} \cdot(\nabla \phi)_{r_{k}} \Rightarrow \int \sum_{k=1}^{n} \delta\left(T-T_{k}\right) \mathbf{p}_{k} \cdot(\nabla \phi) d \vartheta \\
& =\sum_{k=1}^{n}\left\langle\delta\left(T-T_{k}\right) \mathbf{p}_{k}, \nabla \phi\right\rangle \\
& =\sum_{k=1}^{n}\left\langle-\nabla \cdot\left(\delta\left(T-T_{k}\right) \mathbf{p}_{k}\right), \phi\right\rangle \\
& =\langle[\rho], \phi\rangle=S\left\{W_{e}\right\} \tag{11}
\end{align*}
$$

where

$$
\begin{equation*}
[\rho]=\sum_{k=1}^{n} \delta\left(T-T_{k}\right)\left(-\nabla \cdot \mathbf{p}_{k}\right)-\sum_{k=1}^{n} \nabla \delta\left(T-T_{k}\right) \cdot \mathbf{p}_{k} \tag{12}
\end{equation*}
$$

and, using (5),

$$
\begin{align*}
W_{e}= & \int_{\Omega}\left(\sum_{\alpha, \beta} P_{\alpha, \beta} \frac{\partial^{2} \phi}{\partial \alpha \partial \beta}\right) d \vartheta \Rightarrow \mathbf{C}^{(2)}\left\langle\delta(\Omega) \mathbf{P}^{(2)}, \nabla^{(2)} \phi\right\rangle \\
= & \mathbf{C}\left(-\nabla \cdot\left(\delta(\Omega) \mathbf{P}^{(2)}, \nabla \phi\right\rangle\right. \\
= & \mathbf{C}\left(-\delta(\Omega) \nabla \cdot \mathbf{P}^{(2)}-\nabla \delta(\Omega) \cdot \mathbf{P}^{(2)}, \nabla \phi\right\rangle \\
= & \left\langle\nabla \cdot\left[-\delta(\Omega) \nabla \cdot \mathbf{P}^{(2)}-\nabla \delta(\Omega) \cdot \mathbf{P}^{(2)}\right], \phi\right) \\
= & \delta(\Omega)\left(\nabla^{(2)} \cdot \mathbf{P}^{(2)}\right)+2 \nabla \delta(\Omega) \cdot\left(\nabla \cdot \mathbf{P}^{(2)}\right\} \\
& \left.+\nabla^{(2)} \delta(\Omega)^{(2)} \cdot \mathbf{P}^{(2)}, \phi\right\rangle \\
= & \langle[\rho], \phi\rangle=S\left\{W_{e}\right\}  \tag{13}\\
{[\rho]=} & \delta(\Omega) \nabla^{(2)} \cdot \mathbf{P}^{(2)}+\nabla \delta(\Omega) \cdot\left[2 \nabla \cdot \mathbf{P}^{(2)}\right]+\nabla^{(2)} \delta(\Omega)^{(2)} \cdot \mathbf{P}^{(2)} \cdot \tag{14}
\end{align*}
$$

Formulas (8), (10), (12), and (14) indicate a general character of the formalism and reveal existing regularities. The first terms in these formulas represent the interior of supports and associated volume charge densities, whereas the following terms represent volume charge densities that are equivalent to surface distributions at the boundary. Equation (14) appears to be particularly relevant to the philosophy used here. In that case the second term represents an equivalent dipole density $2 \nabla \cdot P^{(2)}$ localized on the boundary $\nabla \delta(\Omega)$. the product $\nabla \delta(\Omega) \cdot 2 \nabla \cdot \mathbf{P}^{(2)}$, however, should be interpreted as a volume charge density resulting from a nonuniform dipole distribution $2 \nabla \cdot \mathbf{p}^{(2)}$. The third term represents an equivalent volume charge density due to a quadrupole distribution associated with a "dipole" surface $\nabla^{(2)} \cdot \delta(\Omega)$. It is interesting to note that all terms in the above equations are meaningful since source densities $\mathbf{P}$ are functions defined in the whole space. This remark is methodically important since usually the first term in Eq. (12), for example, is assumed to be zero. The energy specification formalism directly relates boundary effects with analytical properties of test potentials. In-
deed, the nature of boundary effects depends upon what differential aspects of external potentials are taken into account (slope, curvature, and so on). In other words, one may maintain that the boundary effects included in $[\rho]$ and analytical properties of external feilds are, in a sense, "dual" phenomena.

The merits of the formalism may become more evident when a multipole of higher order is handled. Taking into account the structure of Eqs. (8)-(14), one easily finds that a general form of an equivalent volume charge density is now given by

$$
\begin{align*}
& {[\rho]=\sum_{k} \delta\left(T-T_{k}\right) q_{k}+\delta_{\alpha}\left(T-T_{\alpha}\right) \tau(T)} \\
& +\delta_{s}\left(T-T_{s}\right) \sigma(T)+\delta(\Omega) \rho_{\Omega} \\
& -\nabla \cdot\left\{\sum_{k} \delta\left(T-T_{k}\right) \mathbf{p}_{k}+\delta_{\alpha} \mathbf{P}_{k}+\delta_{s} \mathbf{P}_{s}+\delta(\Omega) \mathbf{P}\right. \\
& \left.-\nabla \cdot\left[\left(\sum_{k} \delta\left(T-T_{k}\right) P_{\alpha, \beta ; k}+\cdots+\delta(\Omega) P_{\alpha, \beta}\right)+\cdots\right]\right\} \tag{15}
\end{align*}
$$

Assigning the symbols $\mathscr{P}^{(t)}$ for elementary source bodies of order $l$, Eq. (15) can be written

$$
\begin{align*}
{[\rho] } & =\mathscr{P}^{(0)}-\nabla \cdot\left\{\mathscr{P}^{(1)}-\nabla \cdot\left(\mathscr{P}^{(2)}-\cdots\right\}\right. \\
& =\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\nabla^{(2)} \cdot \mathscr{P}^{(2)}-\cdots \\
& =\sum_{l=0}^{\infty}\left[\rho^{(l)}\right] \tag{16}
\end{align*}
$$

where $\left[\rho^{(\prime)}\right]$ represents an equivalent source body of order 0 corresponding to a given multipole source body of order $l$. Now, using the concept of energy specification of order 0 , one can define the electrostatic potential $\Phi$ and, in turn, families of so-called characteristic and equivalent fields satisfying the multipole version of Maxwell's equation
$\nabla \cdot \mathbf{D}=\mathscr{P}^{(0)}$.
Suppose that the electric potential $\Phi$ is a generalized function satisfying the energy specification equation

$$
\begin{equation*}
\left\langle-\epsilon_{0} \nabla^{(n)} \cdot \nabla^{(n)} \Phi, \phi\right\rangle=S\left\{\boldsymbol{W}_{e}\right\}=\langle[\rho], \phi\rangle \tag{17}
\end{equation*}
$$

Equation (17) has the same form as Poisson's equation except for the fact that additional iterations of the operator $\operatorname{div}(\mathrm{grad})$ are considered. Defining the generalized vector function $\mathbf{E}$ by $\mathbf{E}=-\nabla \Phi$, Eq. (17) can be written

$$
\begin{equation*}
\epsilon_{0} \nabla^{(n)} \cdot \nabla^{(n-1)} \mathbf{E}=[\rho] \tag{18}
\end{equation*}
$$

and, using (18) and (16), one obtains

$$
\begin{align*}
&\left\langle\epsilon_{0} \nabla^{(n)} \cdot \nabla^{(n-1)} \mathbf{E}, \phi\right\rangle \\
&=\left\langle\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\cdots+(-1)^{n} \nabla^{n}\right. \\
&\left.\cdot\left[\mathscr{P}^{(n)}-\nabla \cdot \mathscr{P}^{(n+1)}+\cdots\right], \phi\right\rangle \\
&=\left\langle\nabla ^ { ( n ) } \cdot \left\{\epsilon_{0} \nabla^{(n-1)} \mathbf{E}+(-1)^{n+1} \mathscr{P}^{(n)}\right.\right. \\
&\left.\left.+(-1)^{n+2} \nabla \cdot \mathscr{P}^{(n+1)}+\cdots\right\}, \phi\right\rangle \\
&=\left\langle\mathscr{P}^{(0)}-\nabla \mathscr{P}(1)+\cdots+(-1)^{n-1} \nabla^{(n-1)} \cdot \mathscr{P}^{(n-1)}, \phi\right), \\
& \text { or } \\
& \nabla^{(n)} \cdot {\left[\epsilon_{0} \nabla^{(n-1)} \mathbf{E}+(-1\rangle^{n+1} \mathscr{P}^{(n)}+\cdots\right] } \\
& \quad=\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\cdots+(-1)^{n-1} \nabla^{(n-1)} \cdot \mathscr{P}^{(n-1)} . \tag{19}
\end{align*}
$$

Equation (19) clearly displays the nature of a "multipole
approximation" of order $n$ and demonstrates how to apply the energy specification equation (17) to each specific electrostatic problem. Hence, a formal separation between the so-called true and bounded sources is a direct consequence of the energy specification equation (17). Indeed, assuming $n=1$, one obtains the classical Lorentz dipole approximation. Equation (17) becomes the Poisson equation

$$
\begin{equation*}
\left\langle-\epsilon_{0} \Delta \Phi, \phi\right\rangle=S\left\{W_{e}\right\}=\langle[\rho], \phi\rangle . \tag{20}
\end{equation*}
$$

Equation (20) can also be written as

$$
\begin{align*}
S\left\{\boldsymbol{W}_{e}\right\} & =\langle[\rho], \phi\rangle=\left\langle\mathscr{P}^{(0)}-\nabla \mathscr{P}^{(1)}+\cdots, \phi\right\rangle \\
& =\left\langle-\epsilon_{0} \Delta \Phi, \phi\right\rangle=\left\langle\epsilon_{0} \nabla \Phi, \nabla \phi\right\rangle \\
& =\left\langle-\epsilon_{0} \mathbf{E}, \nabla \phi\right\rangle=\left\langle\epsilon_{0} \nabla \cdot \mathbf{E}, \phi\right\rangle \tag{21}
\end{align*}
$$

or

$$
\begin{equation*}
\nabla \cdot\left(\epsilon_{0} \mathbf{E}\right)=\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\cdots \tag{22}
\end{equation*}
$$

On the other hand, for $n=1$, Eq. (19) becomes

$$
\begin{equation*}
\nabla \cdot\left(\epsilon_{0} \mathbf{E}+\mathscr{P}^{(1)}-\nabla \cdot \mathscr{P}^{(2)}+\cdots\right)=\mathscr{P}^{(0)} \tag{23}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla \cdot \mathbf{D}=\mathscr{P}^{(0)}, \tag{24}
\end{equation*}
$$

where $\mathbf{D}$ is a generalized displacement vector. To describe approximations of higher orders, it is convenient to introduce the family $D_{n}$ satisfying

$$
\begin{equation*}
\nabla^{(n)} \cdot \mathbf{D}_{n}=\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\cdots+(-1)^{n-1)} \cdot \mathscr{P}^{(n-1)} . \tag{25}
\end{equation*}
$$

It is seen that in the "quadrupole approximation" the displacement vector $D_{2}$ is defined by charge distributions $\mathscr{P}^{(0)}$ and equivalent dipole distributions $\mathscr{P}^{(1)}$. Similarly, for $n=3$, Eq. (25) becomes

$$
\begin{equation*}
\nabla^{(3)} \cdot D_{3}=\mathscr{P}^{(0)}-\nabla \cdot \mathscr{P}^{(1)}+\nabla^{(2)} \cdot \mathscr{P}^{(2)} \tag{26}
\end{equation*}
$$

and (18) becomes

$$
\begin{equation*}
\epsilon_{0} \nabla^{(3)} \cdot \nabla^{(2)} \mathbf{E}=[\rho] \tag{27}
\end{equation*}
$$

It is interesting to note that for every $n$ all sources are necessary to determine the vectorE. Since $[\rho]$ is a sum of all equivalent source bodies of the system, the field $\mathbf{E}$ can be interpreted as an equivalent field that is generated by all sources for any multipole approximation. At this point a certain clarification seems to be proper. The field $\mathbf{E}$ in Eq. (22) is a generalized function and thereby it depends upon a given family of external fields. This dependence on the auxiliary fields is crucial to recognize the structure of the formalism. Using an analogy with quantum theory one may assert that each individual distribution of external sources determines the experimental arrangements that can be set up for the system, just as the wavefunction in quantum mechanics determines the state of a system. A measurement made on the system yields a real number which can be interpreted as the interaction energy between a given source distribution $[\mathbf{P}]$ and an auxiliary testing source. The results of independently performed experiments obtained for all possible auxiliary fields within a given family define the energy specification $S\left\{\boldsymbol{W}_{e}\right\}$. Subsequently, the equivalent field $\mathbf{E}$ due to $[\mathbf{P}]$ is determined in terms of the energy specification $S\left\{W_{c}\right\}$ rather than directly by means of sources as is the case in traditional field theory. Similar remarks apply to vectors $\mathbf{D}_{n}$.

A different structure shown in Eq. (25) indicates, however, that vectors $D_{n}$ depend explicitly on the order $n$ of the multipole approximations. Indeed, it can be seen that they are determined by the energy specification of all multipole densities of orders less than the order of a given approximation. In this sense, the vectors $\mathbf{D}_{n}$ represent the characteristic fields of the multipole approximation. These results offer a simple and consistent interpretation of so-called bound or polarization charges. In view of Eqs. (18) and (25), polarization sources can be defined as a difference between equivalent and characteristic sources. As is shown above, the character of polarization sources depends upon the order of the multipole approximation. Specifically, in the classical dipole approximation free charges are the sources of the characteristic field $\mathbf{D}$ and polarization charges are the sources that should be added to free charges in order to obtain sources of the equivalent field $\mathbf{E}$.

## III. ARBITRARY CURRENT DISTRIBUTION AS A VOLUME CURRENT DENSITY

Infinite values of energies for idealized sources in a magnetostatic field can be avoided by the introduction of appropriate magnetic energy specifications $S\left\{\boldsymbol{W}_{m}\right\} \cdot{ }^{6}$ Consider a current loop localized in an external magnetic flux $\Psi_{m}$. The classical expression for the magnetic energy is given by

$$
\begin{equation*}
W_{m}=i \Psi_{m}=i \oint_{\alpha} \mathbf{d} \cdot \mathscr{A} \tag{28}
\end{equation*}
$$

where $\mathscr{A}$ is a corresponding vecotr test potential. In the analogous way, for an arbitrary volume current density $\mathbf{j}(T)$ one can assign a real number

$$
\begin{equation*}
W_{m}=\int_{\Omega} \mathrm{j}(T) \cdot \mathscr{A}(T) d \vartheta \tag{29}
\end{equation*}
$$

which corresponds to the magnetic energy of a current loop in an external field. The set of all numbers obtained through (28) or (29) for a given family of vector test potentials defines the linear functional $S\left\{W_{m}\right\}$. It will be referred to, in the following, as the magnetic energy specification. Two magnetic sources are considered to be equivalent if their magnetic energy specifications are identical. It can be shown that the concept of generalized derivative makes it possible to transform the functional set $S\left\{W_{m}\right\}$ of a system to the standardized from $\langle[\mathbf{j}], \mathscr{A}\rangle$. In fact, the scheme of conceptual deduction $W_{m} \Rightarrow\langle[\mathbf{j}], \mathscr{A}\rangle$ based on the invariancy condition

$$
\begin{equation*}
S\left\{W_{m}\right\}=S\{\langle[\mathbf{j}], \mathscr{A}\rangle ; \mathscr{A} \in \mathscr{D}\rangle \tag{30}
\end{equation*}
$$

may be applied where, as previously, the symbol $\langle[\mathrm{j}], \mathscr{A}\rangle$ will be understood as $S\{\langle[\mathbf{j}], \mathscr{A}\rangle, \mathscr{A} \in \mathscr{D}\}$. For example, Eqs. (28) and (29) become

$$
\begin{align*}
i \oint_{\mathscr{A}} \mathbf{d l} \cdot \mathscr{A} & =i \int \delta_{i} \cdot \mathscr{A} d \vartheta \Rightarrow\left\langle\delta_{a} i, \mathscr{A}\right\rangle \\
& =\langle[\mathbf{j}], \mathscr{A}\rangle=S\left\{W_{m}\right\}  \tag{31}\\
\int_{\Omega} \mathbf{j} \cdot \mathscr{A} d \vartheta & =\int \delta(\Omega) \mathbf{j} \cdot \mathscr{A} d \vartheta=\langle[\mathbf{j}], \mathscr{A}\rangle=S\left\{W_{m}\right\} . \tag{32}
\end{align*}
$$

The energy specification of a magnetic dipole can be obtained directly from Eq. (28). Indeed, using Stoke's theorem
one obtains

$$
\begin{equation*}
\left\langle\delta_{\alpha} i, \mathscr{A}\right\rangle=\left\langle\nabla \times \delta_{s} i, \mathscr{A}\right\rangle=\left\langle\delta_{s} i, \nabla \times \mathscr{A}\right\rangle . \tag{33}
\end{equation*}
$$

Let $S \rightarrow 0$ and $i \rightarrow \infty$ in Eq. (33) so that the product $i S$ remains constant. In such a case the loop becomes a magnetic dipole having the moment $\mathbf{m}=\mathbf{e}_{m}$ (limiS), where $\mathbf{e}_{m}$ is the unit vector normal to $S$ and $\boldsymbol{\delta}_{s} i \rightarrow \boldsymbol{\delta}_{m}$. Hence the energy specification $S\left\{W_{m}\right\}$ of magnetic dipoles localized at the points $T_{1}, \ldots, T_{n}$ and having magnetic moment $\mathbf{M}=\Sigma \delta\left(T-T_{k}\right) \mathbf{m}_{k}$ is given by

$$
\begin{align*}
\boldsymbol{W}_{m} & \Rightarrow\left\langle\sum_{k=1}^{n} \delta\left(T-T_{k} \mathbf{m}_{k}, \nabla \times \mathscr{A}\right\rangle\right. \\
& =\left\langle\nabla \times\left(\sum_{k=1}^{n} \delta\left(T-T_{k}\right) \mathbf{m}_{k}\right), \mathscr{A}\right\rangle=\langle[\mathbf{j}], \mathscr{A}\rangle, \tag{34}
\end{align*}
$$

where the volume current density of the equivalent field is

$$
\begin{align*}
{[\mathrm{J}] } & =\sum_{k=1}^{n} \nabla \times\left(\delta\left(T-T_{k}\right) \mathbf{m}_{k}\right) \\
& =\sum_{k=1}^{n} \delta\left(T-T_{k}\right)\left(\nabla \times \mathbf{m}_{k}\right)+\sum_{k=1}^{n} \nabla \delta \times \mathbf{m}_{k} . \tag{35}
\end{align*}
$$

Similarly, for a volume magnetic moment density distributed within a bounded region $\Omega$ the energy specification takes the form

$$
\begin{aligned}
W_{m} & \Rightarrow \\
& =\langle\delta(\Omega) \mathbf{M}, \nabla \times \mathscr{A}\rangle=\langle\nabla \times(\delta(\Omega) \mathbf{M}), \mathscr{A}\rangle \\
& =\langle[\mathbf{j}], \mathscr{A}\rangle=S\left\{W_{m}\right\},
\end{aligned}
$$

where

$$
\begin{equation*}
[\mathbf{j}]=\delta(\Omega) \nabla \times \mathbf{M}+\nabla \delta(\Omega) \times \mathbf{M} \tag{36}
\end{equation*}
$$

In a similar fashion one finds, for a surface magnetic dipole moment density

$$
W_{m} \Rightarrow\left\langle\nabla \times\left(\delta_{s}\left(T-T_{s}\right) \mathbf{M}_{s}\right), \mathscr{A}\right\rangle=\langle[\mathbf{j}], \mathscr{A}\rangle=S\left\{W_{m}\right\},
$$

where

$$
\begin{equation*}
[\mathbf{j}]=\delta_{s} \nabla \times \mathbf{M}_{s}+\nabla \delta_{s}\left(T-T_{s}\right) \times \mathbf{M}_{s} . \tag{37}
\end{equation*}
$$

The first term in Eq. (37) represents a surface current density and the second term corresponds to the linear current density on the boundary $\alpha$ of the surface $S$. Suppose that the generalized function of a vector potential $\mathbf{A}$ and a generalized magnetic field vector $\mathbf{B}$ are defined by the energy specification equation

$$
\begin{equation*}
1 / \mu_{0}\langle\nabla \times(\nabla \times \mathbf{A}), \mathscr{A}\rangle=S\left\{W_{m}\right\}=\langle[\mathbf{j}], \mathscr{A}\rangle \tag{38}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
\mathbf{B}=\nabla \times \mathbf{A} \tag{39}
\end{equation*}
$$

Equations (34)-(37) indicate that an equivalent current density [j] can be written in the form

$$
\begin{align*}
{[\mathbf{j}]=} & {\left[\mathbf{j}^{(0)}\right]+\left[\mathbf{j}^{(1)}\right]=\left[\mathbf{j}^{(0)}\right]+\nabla \times \mathscr{M} } \\
= & {\left[j^{(0)}\right]+\nabla \times\left[\sum_{k} \delta\left(T-T_{k}\right) \mathbf{m}_{k}+\delta_{\alpha}\left(T-T_{\alpha}\right) \mathbf{M}_{\alpha}\right.} \\
& \left.+\delta_{s} \mathbf{M}_{s}+\delta(\Omega) \mathbf{M}_{\Omega}\right] . \tag{40}
\end{align*}
$$

Substituting Eqs. (39) and (40) into (38) yields
$1 / \mu_{0}\langle\nabla \times \mathbf{B}, \mathscr{A}\rangle=\left\langle\left[\mathbf{j}^{(0)}\right]+\nabla \times \mathscr{M}, \mathscr{A}\right\rangle=\langle[\mathbf{j}], \mathscr{A}\rangle$
or
$1 / \mu_{0}\langle\nabla \times(\mathbf{B}-\mu . \mathscr{M}), \mathscr{A}\rangle=\left\langle\left[j^{(0)}\right], \mathscr{A}\right\rangle$,
where $\mathbf{B}-\mu_{0} \mathscr{M}=\mathscr{H}$ is referred to as the magnetic field intensity.

This demonstrates that the vectors $\mathbf{B}$ and $\mathscr{H}$ represent, respectively, an equivalent and characteristic field with respect to the energy specification Eq. (30).

## IV. CONCLUSIONS REMARKS

The formalism developed in this paper makes it possible to (a) express an arbitrary source in the form of an equivalent volume source density, (b) achieve a significant simplification and uniformity of traditional formulas, and (c) provide opportunities for new interesting physical interpretations. For example, in a time-variant case the electric test field in Lorentz's approximation assumes the form $\mathbf{E}_{t}$ $=-\nabla \phi-\partial \mathscr{A} /(\partial t)$. A total polarization charge-current can be found directly from the energy specification $S\left\{W_{e}\right\}$ $+S\left\{W_{m}\right\}$. Indeed, for a volume dipole moment density $\mathbf{P}$ one obtains

$$
\begin{aligned}
& \left\langle\delta(\Omega) \mathbf{P}, \mathbf{E}_{t}\right\rangle=\langle\delta(\Omega) \mathbf{P},-\nabla \phi-\partial \mathscr{A} / \partial t\rangle \\
& \quad=\langle\delta(\Omega) \nabla \cdot \mathbf{P}+\nabla \delta \cdot \mathbf{P}, \phi\rangle+\langle\delta(\Omega) \partial \mathbf{P} / \partial t, \mathscr{A}\rangle \\
& =\langle[\rho], \phi\rangle+\langle[\mathbf{j}], \mathscr{A}\rangle=S\left\{W_{e}\right\}+S\left\{W_{m}\right\},
\end{aligned}
$$

where $[\rho]$ and $[\mathrm{j}]$ denote, respectively, equivalent charges and currents. The result is consistent with classical theory, as it should be. It is hardly surprising that classical integral formulas are phrased succintly in terms of the energy specification $S\left\{W_{e}\right\}$ and $S\left\{W_{m}\right\}$. As a matter of fact, the distributional approach simplifies an integration by parts and this is the property that makes the generalized derivative a very convenient tool with which to deal. In particular, the rigorous description of the so-called polarization charge-currents, in view of the "additive" version of the multipole expansion, seems to be expected. After all, polarization sources are a part of the physical description of a problem. However, if one examines the mathematical structure of the energy specification formalism, a desired linkage between between the physical and mathematical aspects is now available in rigorous analytical form.

It should be emphasized that the formulas representing energy integrals can be viewed as a bilinear form-type formalism in which both topological properties of sources and analytical characterization of probing agents are considered simultaneously. It is believed that such an approach within classical electrodynamics is conceptually closer to formalisms used in quantum theory and abstract field theory.
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The good cut equation for a specific asymptotic shear is solved and the metric of the associated $\mathscr{H}$-space is obtained. The $\mathscr{H}$-space is found to be type $N$, asymptotically flat and positive frequency.
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Since $\mathscr{H}$-space was introduced by Newman, ${ }^{1}$ the subject has been developed in a series of papers. ${ }^{2,3,4}$ However one stumbling block up to now has been the absence of any specific nontrivial examples of $\mathscr{H}$-spaces. It is our purpose here to describe such an example which leads to a left-flat space of some interest in its own right, and which provides an arena for the testing of future developments in the subject.

An $\mathscr{H}$-space is defined as the space of asymptotically shear-free cuts (good cuts) of the complexified future null infinity $\mathbb{C} \mathscr{I}^{+}$of an asymptotically flat space-time $\mathscr{M}^{1}{ }^{1}$ Equivalently, the $\mathscr{H}$-space of $\mathscr{M}$ is the space of solutions of the good cut equation, ${ }^{1}$

$$
\begin{equation*}
\partial^{2} Z(\zeta, \tilde{\zeta})=\sigma^{0}(Z, \zeta, \tilde{\zeta}) \tag{1.1}
\end{equation*}
$$

which are regular on the entire Riemann sphere of $\zeta$ when $\tilde{\xi}=\bar{\xi}$. Here $\sigma^{0}(u, \zeta, \tilde{\zeta})$ is the asymptotic shear of an outgoing Bondi family of null hypersurfaces in $\mathscr{M}$ (see Refs. 1, 2 for definitions).

This solution space is known to be four-dimensional ${ }^{3}$ so that $\mathscr{H}$-space is a four-dimensional complex manifold. In terms of the solution of (1.1) there is a natural definition of a quadratic metric on the $\mathscr{H}$-space which automatically gives rise to a self-dual curvature tensor.

No solutions of (1.1) for nonzero $\sigma^{0}$ have hitherto been found, except for the essentially trivial case when $\sigma^{0}$ is linear in $u$. In this paper we solve (1.1) and obtain the metric of $\mathscr{H}$ space in the particular case

$$
\begin{equation*}
\sigma^{\circ}(u, \zeta, \xi)=\lambda /\left[u^{3}(1+\zeta \tilde{\xi})^{2}\right] \tag{1.2}
\end{equation*}
$$

Here $\lambda$ is a parameter for bookkeeping purposes and will turn out to measure the "strength" of the curvature.

While $\sigma^{\circ}$ given by (1.2) is singular at zero $u$ (so that a space-time whose asymptotic shear was this would have a singularity in its radiation field) this singularity is easily removed by a complex translation in $u$. We shall return to this point, but for ease of calculation we work with (1.2).

The good cut equation becomes

$$
\begin{equation*}
\partial^{2} Z \equiv\left((1+\zeta \tilde{\zeta})^{2} Z_{\zeta}\right)_{\zeta}=\lambda /\left[Z^{3}(1+\zeta \tilde{\zeta})^{2}\right] \tag{1.3}
\end{equation*}
$$

This may be directly integrated, the constants of integration being fixed by the regularity requirement, but it is easier to make the ansatz (with hindsight)

$$
\begin{aligned}
& \left(Z\left(z^{a}, \zeta, \tilde{\xi}\right)\right)^{2}=z^{2}+\lambda s^{2}, \\
& z=z^{a} l_{a}(\zeta, \tilde{\xi}),
\end{aligned}
$$

$$
\begin{align*}
& s=s^{a} l_{a}(\zeta, \tilde{\xi})  \tag{1.4}\\
& z^{a}=(u, X, Y, v) \\
& l_{a}=\frac{1}{1+\zeta \tilde{\zeta}}(1, \zeta, \xi, \zeta \tilde{\xi}) .
\end{align*}
$$

The $z^{a}$ are the four parameters on which the solution depends (and thus are coordinates on $\mathscr{H}$-space) and the good cut equation (1.3) serves to fix the four $s^{a}$ in terms of the $z^{a}$. Substituting (1.4) into (1.3) leads to

$$
\begin{equation*}
z ð s-s ð z=1 /(1+\zeta \tilde{\zeta}) \tag{1.5}
\end{equation*}
$$

which gives three conditions on the $s^{a}$. To fix $s^{a}$ uniquely, we recall that

$$
\eta^{a b} l_{a} l_{b}=0
$$

where $\eta^{a b}$ is the Minkowski metric in null coordinates:

$$
\eta^{a b}=\left(\begin{array}{rrrr}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)=\eta_{a b}
$$

Thus in (1.4) the trace

$$
\eta_{a b}\left(z^{a} z^{b}+\lambda s^{a} s^{b}\right)
$$

is undetermined and we may choose $s^{a}$ such that

$$
\begin{equation*}
\eta_{a b} s^{a} s^{b}=0 \tag{1.6}
\end{equation*}
$$

Then (1.6) and (1.5) lead to

$$
\begin{equation*}
s^{a}=\frac{1}{u v-X Y}(Y, v, 0,0) \tag{1.7}
\end{equation*}
$$

and (1.7) with (1.4) provide the full solution of the good cut equation.

The general methods of Refs. 2 or 3 may be used to obtain the metric from $Z\left(z^{a}, \zeta, \tilde{\xi}\right)$ but it is quicker to use the methods of the Penrose Twistor Theory. ${ }^{5}$ To define the conformal metric first, suppose two infinitesimally separated points of $\mathscr{H}$-space to have coordinates $z^{a}$ and $z^{a}+d z^{a}$ with corresponding good cuts

$$
\begin{aligned}
& u=Z\left(z^{a}, \zeta, \tilde{\zeta}\right) \\
& u+d u=Z\left(z^{a}, \zeta, \tilde{\xi}\right)+d Z\left(z^{a}, \zeta, \zeta\right)
\end{aligned}
$$

where

$$
d Z=d z^{a} Z_{, a},
$$

then the condition that $d z^{a}$ be a null displacement ${ }^{3.5}$ is that $d u$ vanish along a curve of constant $\tilde{\xi}$, i.e., that one can find a value $\tilde{\xi}_{0}$ of $\tilde{\xi}$ such that

$$
\begin{equation*}
d u \equiv d z^{a} Z_{, a}\left(z^{b}, \zeta, \tilde{\zeta}_{0}\right)=0 \tag{1.8}
\end{equation*}
$$

for all $\zeta$. From (1.4) with an obvious notation this means

$$
\begin{equation*}
z d z+\lambda s d s=0 \tag{1.9}
\end{equation*}
$$

The left-hand side of (1.9) is quadratic in $\xi$, giving three conditions involving $z^{a}, d z^{a}$, and $\tilde{\xi}_{0}$. The object now is to eliminate $\tilde{\zeta}_{0}$ and obtain a quadratic relation among the $d z^{a}$. This calculation is greatly facilitated by the Penrose "blob" notation ${ }^{6}$ with the result

$$
\begin{equation*}
2 d u d v-2 d X d Y-\frac{2 \lambda}{(u v-X Y)^{3}}(Y d v-v d Y)^{2}=0 \tag{1.10}
\end{equation*}
$$

as the condition for $d z^{a}$ to be null. We now observe that the metric
$d s^{2}=2 d u d v-2 d X d Y-\frac{2 \lambda}{(u v-X Y)^{3}}(Y d v-v d Y)^{2}$,
has Pleban'ski's second form for the general left-flat metric ${ }^{7}$ if one makes the identifications

$$
\begin{align*}
& p=v, \quad q=Y, \quad x=u, \quad y=X \\
& \theta=\frac{1}{2(u v-X Y)}=\frac{1}{2(p x-q y)} \tag{1.12}
\end{align*}
$$

Further, $\theta$ satisfies Plebański's second "heavenly" equation

$$
\theta_{, p x}-\theta_{, q y}-\left(\theta_{, x x} \theta_{, y y}-\left(\theta_{, x y}\right)^{2}\right)=0
$$

Thus (1.11) is already a left-flat metric and the $\mathscr{H}$-space metric which we are seeking can differ from (1.11) by at most a constant conformal factor. Twistor methods may again be used to find that this constant is unity, so that (1.11) is the $\mathscr{H}$-space metric arising from the shear (1.2).

Since (1.11) is in Kerr-Schild form, the curvature must be algebraically special. The simplest way to calculate the curvature is to use the results of Plebański ${ }^{7}$ and one then finds that the $\mathscr{H}$-space is type $N$. Further the curvature is nonsingular everywhere except on the surface

$$
\begin{equation*}
u v-X Y=0 \tag{1.13}
\end{equation*}
$$

Again, since (1.11) is in Kerr-Schild form, there is a canonical Minkowski background in which to discuss properties of the metric. Regarded as an "already linearized"' solution on this background, the solution is one of Penrose's elementary states ${ }^{8}$ and is singular on the light-cone of the origin (1.13). It is possible to deal with this singularity and the singularity in $\sigma^{0}$ simultaneously. If in (1.2) we make a translation

$$
\begin{equation*}
u \mapsto u-i t^{a} l_{a}(\zeta, \tilde{\xi}) \tag{1.14}
\end{equation*}
$$

where $I_{a}$ is as in (1.4) and $t^{a}$ is timelike and future-pointing with respect to $\eta^{a b}$, then $\sigma^{0}$ becomes holomorphic in the lower half of the complex $u$-plane, i.e., positive frequency. With

$$
\sigma^{0}=\frac{\lambda}{\left(u-i t^{a} l_{u}\right)^{3}(1+\zeta \tilde{\zeta})^{2}}
$$

we transform the $Z$ of (1.5) by

$$
\begin{equation*}
Z \mapsto Z+i t{ }^{a} l_{a}(\zeta, \tilde{\xi}), \tag{1.15}
\end{equation*}
$$

to obtain a solution of the new good cut equation. With (1.15), the limit $Z_{0}$ of $Z$ for zero $\lambda$ is

$$
Z_{0}=\left(z^{a}+i t^{a}\right) l_{a}(\zeta, \tilde{\zeta})
$$

so it is natural to transform to new coordinates on the $\mathscr{H}$ space given by

$$
z^{\prime \alpha}=z^{a}+i t^{a},
$$

so that

$$
Z_{0}=z^{\prime a} l_{a}(\zeta, \tilde{\zeta})
$$

This is just a translation of the background Minkowski space, with the result that the curvature is nonsingular away from the (background) light-cone of the point

$$
z^{\prime a}=i t^{a}
$$

In particular, this means that the curvature is nonsingular in the (background) past-tube in primed coordinates and we may take this as a definition of positive frequency for the Weyl tensor in this case. There is as yet no definition of positive frequency in a general curved space but any definition will presumably reduce to this one in this case. This leads to the conjecture that a positive frequency $\sigma^{0}$ gives rise to a positive frequency $\mathscr{H}$-space.

With the identification of (1.11) as an elementary state, we see that it is asymptotically flat. (At least on the real section in the primed coordinates, where the usual definition of asymptotic simplicity is applicable. The question of whether this solution is asymptotically flat according to the general definition of Ref. 4 is currently under investigation.) We are thus led to conjecture in general that asymptotic flatness of the $\mathscr{H}$-space arises from appropriate large $u$ behavior of $\sigma^{0}$, specifically that

$$
\sigma^{0} \sim u^{-3}, \quad \text { large }|u|
$$

for asymptotic flatness.
We conclude by remarking that a number of generalizations of the solution presented here are possible, giving solutions of the good cut equation for other shears and $\mathscr{H}$-spaces of other algebraic types.
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#### Abstract

Introducing the notions of vector and bivector differentiation into the Dirac algebra, considered as a Clifford algebra, makes possible an extremely concise and geometrically transparent treatment of the curvature tensor and its properties, and of related topics such as Lorentz invariants, characteristic equations, Petrov types, and principal null directions by explicit construction.
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## INTRODUCTION

The Riemann curvature tensor is the crucial geometric ingredient in the study of general relativity. It is for this reason that the curvature tensor and its properties and invariants have attracted wide attention. The original classification of the curvature tensor for empty space was carried out by Petrov ${ }^{1}$ using matrix methods. Subsequently, a number of different methods and refinements have been introduced.
Noteworthy of mention is the spinor approach used by Witten, ${ }^{2}$ and later refined by Penrose ${ }^{3}$ in his systematic study of the coincidence patterns of the four principal null directions. But, as anyone who is familiar with calculations with spinors knows, these methods are only adapted to certain kinds of problems. Classical tensor methods have also been used with some success, for example, ${ }^{4}$ but the computational aspects of this approach are formidable. Thorpe ${ }^{5}$ notes that computations are considerably simplified by using the Hodge star operator to make the space of bivectors into a complex Euclidean space, but he ignores the possibility of utilizing the underlyng Lie algebra of bivectors. Stehney ${ }^{6}$ modifies Thorpe's approach to the requirements of matrix methods and produces a classification scheme based on the minimal polynomial of a complex $3 \times 3$ matrix, but her methods lack conceptual clarity, and her algorithm works only for repeated principal null directions.

The purpose of the present work is to cover much the same ground as the above authors, but in a coordinate-free formalism whose power, simplicity, and geometric transparency have yet to be recognized; a formalism which has all the advantages of each of the above mentioned approaches, and the defects of none.

In Sec. 1, following Hestenes, ${ }^{7,8}$ we introduce the 16 dimensional Clifford algebra called the Dirac algebra of space-time in agreement with the name given its matrix representation. (Clifford algebra of $2{ }^{n}$-dimensions has been extensively developed in the book, Clifford Algebras and Geometric Calculus: A Unified Language for Mathematics and Physics, ${ }^{9}$ using an abstract approach, ${ }^{10}$ rather than a matrix representation such as is used by Cartan, ${ }^{11}$ and others). The even subalgebra, consisting of scalars, bivectors, and pseudoscalars of the Dirac algebra, make up the Pauli algebra of space. The Pauli algebra can be fruitfully com-

[^17]pared to the popular Gibbs-Heaviside vector algebra, because many identities of the former are the "complexified" versions of the latter. A discussion of bivectors and null bivectors is given, and a multiplication table of basis elements is included.

In Sec. 2 we complement the algebraic machinery introduced in Sec. 1 by introducing the operations of vector and bivector differentiation. These operations simplify and generalize the operation of contraction in tensor algerbra. They were originally developed as a coordinate-free tool for the study of linear transformations in Ref. 12.

In Sec. 3 we study general properties of linear operators on the space of bivectors by decomposing it into the sum of dual and antidual operator parts. A dual operator is equivalent to a general linear operator on a complex three-dimensional Euclidean space. Using the new method of bivector derivatives, the determinant, characteristic polynomial and Cayley-Hamilton theorem are derived for dual operators. In our approach it is unnecessary to introduce the Hodge-star operator, because in the Dirac algebra duality is simply expressed by multiplication by the unit pseudoscalar element. Finally, we show that an antidual bivector operator can be expressed entirely in terms of two symmetric trace-free vector operators. In another paper ${ }^{13}$ we show how the problem of the classification of these symmetric vector operators is directly correlated to the Petrov classification.

In Sec. 4 we give a complete classification of dual operators based on explicit construction of their principal null bivectors. The classification of a dual skew-symmetric operator is equivalent to the classification of an electromagnetic field by its principal null directions. A dual symmetric operator with vanishing trace is equivalent to the conformal curvature tensor. The Petrov-Penrose classification of dual symmetric operators is carried out by construction of its four principal null bivectors, based on a new canonical form involving a complex scalar, a bivector, and a null eigenbivector. This new canonical form provides a simple geometric criterion for the various coincidence patterns of the four principal null directions. In addition, it makes it trivial to give simple examples of conformal curvature tensors of any desired type.

In Sec. 5, curvature invariants, which are complex scalars, are defined in terms of the bivector derivative, and it is shown that a curvature operator has nine complex scalars, three of which are real. When the extra Bianchi identity is imposed, these 15 real scalars reduce down to the well
known 14 real invariants of the Riemann curvature tensor. Various well known properties and identities of Riemann curvature are then derived in the spacetime algebra (STA) formalism. In each case the simplicity and geometric transparency of our methods are apparent. A table is included comparing the appearance of well known formulas in the tensor, STA, and spinor formalism. We believe a close examination of this table and the methods of this paper will show the judgment of Misner, Thorne, Wheeler ${ }^{14}$ (p. 1165) that "the spinor formalism is a more powerful method than any other for deriving the Petrov-Pirani algebraic classification of the conformal curvature tensor, and for proving theorems about algebraic properties of curvature tensors," needs reexamination. See also Ref. 13.

## 1. SPACE-TIME ALGEBRA

Let $x$ be a generic point in spacetime. Following Hestenes, ${ }^{7}$ we select a set of orthonormal vectors $e_{0}, e_{1}, e_{2}, e_{3}$ tangent to the point $x$, and subject them to the rules:

$$
\begin{align*}
& e_{0}^{2}=1, e_{1}^{2}=e_{2}^{2}=e_{3}^{2}=-1  \tag{1.1}\\
& e_{u} e_{v}=-e_{v} e_{u} \text { for } u, v=0,1,2,3 \text { and } u \neq v \tag{1.2}
\end{align*}
$$

The orthonormal vectors $\left\{e_{u}\right\}$, under the rules for geometric multiplication (1.1) and (1.2) generate a real Clifford Algebra of $2^{4}=16$ dimensions called the Dirac Algebra $\mathscr{D}$ in agreement with the name given its matrix representation. Symbollically we write $\mathscr{D}=\mathscr{D}_{0}+\mathscr{D}_{1}+\mathscr{D}_{2}+\mathscr{D}_{3}+\mathscr{D}_{4}$, to express the Dirac algebra $\mathscr{D}$ as the sum of linear subspaces of scalars, vectors, bivectors, trivectors, and pseudoscalars, respectively.

For purposes of orientation and fixing the notation that will be used here, let us review some of the basic operations and identities in $\mathscr{D}$. Let $a, b$ be vectors in $\mathscr{D}_{1}$,

$$
a=\alpha^{u} e_{u} \equiv \sum_{u=0}^{3} \alpha^{u} e_{u}, \quad b=\beta^{u} e_{u}
$$

then
$a \cdot b \equiv \frac{1}{2}(a b+b a)=\alpha^{0} \beta^{0}-\alpha^{1} \beta^{1}-\alpha^{2} \beta^{2}-\alpha^{3} \beta^{3} \equiv g(a, b)$
and

$$
\begin{align*}
a \wedge b \equiv & \equiv \frac{1}{2}(a b-b a) \\
= & \left|\begin{array}{l}
\alpha^{1} \alpha^{0} \\
\beta^{1} \beta^{\circ}
\end{array}\right| e_{1} \wedge e_{0}+\left|\begin{array}{c}
\alpha^{2} \alpha^{0} \\
\beta^{2} \beta^{0}
\end{array}\right| e_{2} \wedge e_{0} \\
& +\left|\begin{array}{c}
\alpha^{3} \alpha^{0} \\
\beta^{3} \beta^{0}
\end{array}\right| e_{3} \wedge e_{0}+\left|\begin{array}{c}
\alpha^{3} \alpha^{2} \\
\beta^{3} \beta^{2}
\end{array}\right| e_{3} \wedge e_{2} \\
& +\left|\begin{array}{ll}
\alpha^{1} & \alpha^{3} \\
\beta^{1} & \beta^{3}
\end{array}\right| e_{1} \wedge e_{3}+\left|\begin{array}{c}
\alpha^{2} \alpha^{1} \\
\beta^{2} \beta^{1}
\end{array}\right| e_{2} \wedge e_{1} \tag{1.4}
\end{align*}
$$

From the definitions (1.3) and (1.4), it is clear that

$$
\begin{equation*}
a b=\frac{1}{2}(a b+b a)+\frac{1}{2}(a b-b a)=a \cdot b+a \wedge b \tag{1.5}
\end{equation*}
$$

i.e., the geometric product of two vectors can be decomposed into the sum of an inner product or (real) scalar part, and an outer product or bivector part. The metric tensor $g(a, b)$ of spacetime is determined by the inner product and is, of course, invariant under local Lorentz transformations.

Define the bivectors

$$
\begin{equation*}
E_{1}=e_{1} \wedge e_{0}=e_{1} e_{0}, \quad E_{2}=e_{2} \wedge e_{0}, \quad E_{3}=e_{3} \wedge e_{0} \tag{1.6}
\end{equation*}
$$

$$
E_{4}=e_{3} \wedge e_{2}=e_{3} e_{2}, \quad E_{5}=e_{1} \wedge e_{3}, \quad E_{6}=e_{2} \wedge e_{1}
$$

The unit pseudoscalar $I$, defined by

$$
\begin{equation*}
I=e_{0} \wedge e_{1} \wedge e_{2} \wedge e_{3}=e_{0} e_{1} e_{2} e_{3}=E_{1} E_{2} E_{3} \tag{1.7}
\end{equation*}
$$

has the property $I^{2}=-1$, and assigns a unique orientation to the Dirac algebra $\mathscr{D}$. The duality of the bivectors $E_{1}, E_{2}$, $E_{3}$ and $E_{4}, E_{5}, E_{6}$ has the simple algebraic expression

$$
\begin{equation*}
E_{4}=I E_{3}=E_{1} I, \quad E_{5}=I E_{2}, \quad E_{6}=I E_{3} \tag{1.8}
\end{equation*}
$$

Note that the bivectors $E_{1}, E_{2}, E_{3}$ satisfy the following rules of multiplication:

$$
\begin{align*}
& E_{1}^{2}=E_{2}^{2}=E_{3}^{2}=1 \quad\left(E_{4}^{2}=E_{5}^{2}=E_{6}^{2}=-1\right)  \tag{1.9}\\
& E_{i} E_{j}=-E_{j} E_{i}, \quad \text { for } i=j=1,2,3 \text { and } i \neq j \tag{1.10}
\end{align*}
$$

and generate a $2^{3}=8$ dimensional Clifford algebra called the Pauli albegra $\mathscr{P}$, which is the even subalgebra of $\mathscr{D}$ consisting of the scalars, bivectors, and pseudoscalars.

Operations similar to (1.3) and (1.4) can be defined in the Pauli algebra $\mathscr{P}$. Thus, let $A, B$ be bivectors in $\mathscr{D}_{2}$, then

$$
A=\alpha^{i} E_{i} \equiv \sum_{i=1}^{3} \alpha^{i} E_{i}, \quad B=\beta^{i} E_{i}
$$

where $\alpha^{i}$ and $\beta^{i}$ are "complex" scalars of the form

$$
\alpha^{i}=\alpha^{\prime i}+\alpha^{\prime \prime i} I \quad \text { and } \quad \beta^{i}=\beta^{\prime i}+\beta^{\prime \prime i} I
$$

and $I$ is the unit pseudoscalar defined in (1.7). Now define:

$$
\begin{align*}
A \circ B & \equiv \frac{1}{2}(A B+B A)=\alpha^{1} \beta^{1}+\alpha^{2} \beta^{2}+\alpha^{3} \beta^{3} \\
& \equiv G(A, B) \tag{1.11}
\end{align*}
$$

and

$$
\begin{align*}
A \times B=\frac{1}{2}(A B-B A)= & \left|\begin{array}{c}
\alpha^{2} \alpha^{3} \\
\beta^{2} \beta^{3}
\end{array}\right| I E_{1}+\left|\begin{array}{c}
\alpha^{3} \alpha^{1} \\
\beta^{3} \beta^{1}
\end{array}\right| I E_{2} \\
& +\left|\begin{array}{c}
\alpha^{1} \alpha^{2} \\
\beta^{1} \beta^{2}
\end{array}\right| I E_{3} \tag{1.12}
\end{align*}
$$

From (1.11) and (1.12) it follows that

$$
\begin{equation*}
A B \equiv \frac{1}{2}(A B+B A)+\frac{1}{2}(A B-B A)=A \circ B+A \times B \tag{1.13}
\end{equation*}
$$

i.e., the geometric product of bivectors can be decomposed into the sum of a symmetric product, or complex scalar part, and a Lie product, or bivector part. The metric tensor $G(A, B)$ defined by the symmetric product (1.11) turns the space of bivectors $\mathscr{D}_{2}$ into a complex Euclidean space, as is noted by Thorpe, ${ }^{5}$ and like $g(a, b)$ is Lorentz invariant.

The operations $A \circ B$ and $A \times B$ in the Pauli algebra can be expressed entirely in terms of the operations (1.3) and (1.4) in the Dirac algebra. Thus, let $A=a \wedge b$ and $B=c \wedge d$, then

$$
\begin{equation*}
A \circ B=A \cdot B+A \wedge B=\text { scalar }+ \text { pseudoscalar } \tag{1.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& A \cdot B=(a \wedge b) \cdot(c \wedge d)=(a \cdot d)(b \cdot c)-(a \cdot c)(b \cdot d) \\
& A \wedge B=a \wedge b \wedge c \wedge d=\left|\begin{array}{cccc}
\alpha^{0} & \alpha^{1} & \alpha^{2} & \alpha^{3} \\
\beta^{0} & \beta^{1} & \beta^{2} & \beta^{3} \\
\gamma^{0} & \gamma^{1} & \gamma^{2} & \gamma^{3} \\
\delta^{0} & \delta^{1} & \delta^{2} & \delta^{3}
\end{array}\right| I,
\end{aligned}
$$

and

$$
\begin{align*}
A \times B & =(a \wedge b) \times(c \wedge d) \\
& =a \wedge(b \cdot(c \wedge d))+(a \cdot(c \wedge d)) \wedge b  \tag{1.15}\\
& =(b \cdot c) a \wedge d-(b \cdot d) a \wedge c \\
& +(a \cdot c) d \wedge b-(a \cdot d) c \wedge b
\end{align*}
$$

Note also the duality relations

$$
\begin{equation*}
I(A \cdot B)=(I A) \wedge B \quad \text { and } \quad I(A \wedge B)=(I A) \cdot B \tag{1.16}
\end{equation*}
$$

between $A \cdot B$ and $A \wedge B$.
There are two triple products in the Pauli algebra $\mathscr{P}$ built up from the symmetric and Lie products. They are given by

$$
(A \times B)^{\circ} C=\left|\begin{array}{ccc}
\alpha^{1} & \alpha^{2} & \alpha^{3}  \tag{1.17}\\
\beta^{1} & \beta^{2} & \beta^{3} \\
\gamma^{1} & \gamma^{2} & \gamma^{3}
\end{array}\right| I=A \circ(B \times C)
$$

and

$$
\begin{equation*}
A \times(B \times C)=(A \circ B) C-\left(A^{\circ} C\right) B . \tag{1.18}
\end{equation*}
$$

From (1.17), it follows that three bivectors $A, B, C$ are linearly independent over the complex scalars iff their triple product (1.17) is nonvanishing. The identities (1.11), (1.12), (1.17), and (1.18) of the Pauli algebra obviously parallel their Gibbs-Heaviside vector algebra counterparts, and this suggests that the former are in some sense the "complexified" version of the latter.

We conclude this section with a discussion and classification of bivectors. ${ }^{11} \mathrm{~A}$ bivector $B$ is said to be simple if

$$
\begin{equation*}
B^{2}=B \cdot B+B \wedge B=B \cdot B \tag{1.19}
\end{equation*}
$$

i.e., $B^{2}$ is a (real) scalar. The bivector $B$ is said to be null if

$$
\begin{equation*}
B^{2}=0 \text { and } B \neq 0 \tag{1.20}
\end{equation*}
$$

A simple bivector can always be factored into the product of two anticommuting (orthogonal) Dirac vectors, i.e., $B=a b=-b a$. A non-null bivector $C \neq 0$ can always be uniquely expressed in the form

$$
\begin{equation*}
C=\rho e^{I \theta} A, \text { for } \rho \geqslant 0,0 \leqslant \theta<2 \pi, \text { and } A^{2}=1, \tag{1.21}
\end{equation*}
$$

and a null bivector $N$ can always be uniquely expressed in the form

$$
\begin{align*}
& N=\rho\left(1+A_{1}\right) A_{2}, \quad \rho>0, \text { and } \\
& A_{1}^{2}=A_{2}^{2}=1, \text { and } A_{1} A_{2}=-A_{2} A_{1} \tag{1.22}
\end{align*}
$$

To prove (1.21), note that we can define $\rho^{2} e^{2 I \theta} \equiv C^{2} \neq 0$, and $A=\rho^{-1} e^{-I \theta} C$, from which the required properties easily follow. For the case of the null bivector $N$, there exists an orthonormal basis $a_{u}$ related to the orthonormal basis $e_{u}$ of (1.1) by a proper Lorentz transformation, which satisfies:

$$
\begin{align*}
N & =\rho a_{2} n=\rho a_{2}\left(a_{0}+a_{1}\right)=\rho a_{2} a_{0} a_{0}\left(a_{0}+a_{1}\right)  \tag{1.23}\\
& =\rho A_{2}\left(1-A_{1}\right)=\rho\left(1+A_{1}\right) A_{2},
\end{align*}
$$

where $n=a_{0}+a_{1}$ is a null vector, $A_{1}=a_{1} \wedge a_{0}=a_{1} a_{0}$, and $A_{2}=a_{2} \wedge a_{0}=a_{2} a_{0}$.

The following is a multiplication table for $A_{1}, A_{2}, A_{12}$ $\equiv A_{1} A_{2}$, and a null bivector $N=\left(1+A_{1}\right) A_{2}$ :

$$
\begin{array}{c|cccc}
A_{1} & 1 & A_{12} & A_{2} & N  \tag{1.24}\\
A_{2} & -A_{12} & 1 & -A_{1} & 1-A_{1} . \\
A_{12} \\
N & -A_{2} & A_{1} & -1 & -1+A_{1} \\
& -N & 1+A_{1} & -1-A_{1} & 0
\end{array}
$$

## 2. VECTOR AND BIVECTOR DIFFERENTIATION

Two notions of differentiation are fundamental to the methods of this work, the vector derivative $\partial_{v}$, defined for differentiable $\mathscr{D}$-valued functions of a vector variable $f: \mathscr{D}_{1} \rightarrow \mathscr{D}$, and the bivector derivative $\partial_{B}$, defined for differentiable functions of a bivector variable $F: \mathscr{D}_{2} \rightarrow \mathscr{D}$. The vector derivative is characterized by two properties:
$\partial_{B}$ behaves algebraically like a vector in $\mathscr{D}_{1}$.

$$
\begin{equation*}
\left.a \cdot \partial f \equiv a \cdot \partial_{v} f(v) \equiv(d / d t) f(v+t a)\right|_{t=0} \tag{2.3}
\end{equation*}
$$

The bivector derivative is characterized by two similar properties:

$$
\begin{equation*}
\partial_{B} \text { behaves algebraically like a vector in } \mathscr{D}_{2} \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.A \cdot \partial F \equiv A \cdot \partial_{B} F(B) \equiv(d / d t) F(B+t A)\right|_{t=0} \tag{2.4}
\end{equation*}
$$

We shall not be precise in specifying conditions for vector and bivector differentiability, because we shall be concerned here only with derivatives of linear functions, which always exist.

Because of property (2.1), $\partial_{v}$ can be expressed in terms of the orthonormal basis $\left\{e_{u}\right\}$ by

$$
\begin{equation*}
\partial \equiv \partial_{v}=e_{0} e_{0} \cdot \partial_{v}-e_{1} e_{1} \cdot \partial_{v}-e_{2} e_{2} \cdot \partial_{v}-e_{3} e_{3} \cdot \partial_{v} \tag{2.5}
\end{equation*}
$$

Simple but important formulas for the vector derivative are

$$
\begin{align*}
& a \cdot \partial v=a=\partial v \cdot a  \tag{2.6}\\
& \partial v=4 \Leftrightarrow \partial \cdot v=4 \quad \text { and } \quad \partial \wedge v=0  \tag{2.7}\\
& a \wedge \partial v=3 a=\partial v \wedge a  \tag{2.8}\\
& \partial_{v} \wedge \partial_{u} u \wedge v=12=\partial_{v} \partial_{u} u \wedge v \tag{2.9}
\end{align*}
$$

which can be easily derived from (2.1), (2.2), (2.5) and algebraic identities from Sec. 1. For example, to prove (2.6), note that

$$
\left.a \cdot \partial_{v} v \equiv(d / d t)(v+t a)\right|_{t=0}=a
$$

Identity (2.7) follows by using (2.5) and (2.6) to get

$$
\begin{aligned}
\partial_{v} v & =e_{0} e_{0} \cdot \partial_{v} v-e_{1} e_{1} \cdot \partial_{v} v-e_{2} e_{2} \cdot \partial_{v} v-e_{3} e_{3} \cdot \partial_{v} v \\
& =e_{0}^{2}-e_{1}^{2}-e_{2}^{2}-e_{3}^{2}=4
\end{aligned}
$$

Identity (2.8) then follows by using (1.5), (2.1), (2.7), and (2.6) to get

$$
a \wedge \partial v=a \partial v-a \cdot \partial v=4 a-a=3 a
$$

Because of its property (2.3), the bivector derivative $\partial_{B}$ can be expressed in terms of the orthonormal timelike bivector basis $\left\{E_{i}\right\}$ by

$$
\begin{equation*}
\partial \equiv \partial_{B}=E_{1} E_{1} \circ \partial_{B}+E_{2} E_{2} \circ \partial_{B}+E_{3} E_{3} \circ \partial_{B} \tag{2.10}
\end{equation*}
$$

Simple, but important, formulas for the bivector derivative
are

$$
\begin{align*}
& A \cdot \partial B=A=\partial B \cdot A,  \tag{2.11}\\
& A \wedge \partial B=-I(I A) \cdot \partial B=A=\partial B \wedge A,  \tag{2.12}\\
& A \circ \partial B=A \cdot \partial B+A \wedge \partial B=2 A=\partial B \circ A  \tag{2.13}\\
& \partial B=6 \Leftrightarrow \partial \circ B=6 \text { and } \partial \times B=0,  \tag{2.14}\\
& \begin{aligned}
& A \times \partial B=4 A=\partial B \times A, \\
& \partial_{B} \times \partial_{A} A \times B=24=\partial_{B} \partial_{A} A \times B, \\
& \partial_{C} \circ \partial_{B} \times \partial_{A} A \times B \circ C=48 \\
&=\partial_{C} \partial_{B} \partial_{A} A \times B \circ C,
\end{aligned} \tag{2.15}
\end{align*}
$$

and these formulas can be derived from (2.3), (2.4), (2.10) and the algebraic identities in Sec. 1. For example, to prove the left-hand side of (2.11), use definition (2.4) to get

$$
A \cdot \partial B=\left.(d / d t)(B+t A)\right|_{t=0}=\left.A\right|_{t=0}=A .
$$

The left-hand side of (2.12) is a consequence of (2.11) and (1.16). To prove the right-hand side of (2.11), we use (2.10), (1.14), and what we have just proved, to get

$$
\begin{aligned}
\partial B \cdot A & =E_{1} E_{1} \circ \partial B \cdot A+E_{2} E_{2} \circ \partial B \cdot A+E_{3} E_{3} \circ \partial B \cdot A \\
& =E_{1}\left(E_{1} \cdot \partial-I\left(I E_{1}\right) \cdot \partial\right) B \cdot A+\cdots \\
& =E_{1}\left(E_{1} \cdot A-I\left(I E_{1}\right) \cdot A\right)+\cdots \\
& =E_{1} E_{1} \circ A+E_{2} E_{2} \circ A+E_{3} E_{3} \circ A=A .
\end{aligned}
$$

The right-hand side of (2.12) now easily follows from the right-hand sides of (2.11) and (1.16). Finally, to see that (2.16) is a consequence of (2.14) and (2.13), first use (2.3) and (1.14) and write

$$
A \times \partial B=A \partial B-A^{\circ} \partial B=6 A-2 A=4 A
$$

There is a close relationship between the vector and bivector derivatives of a linear function $F(B)$. It is given by

$$
\begin{equation*}
\partial_{B} F(B)=\partial_{v} \wedge \partial_{u} F(B)=\frac{1}{2} \partial_{v} \wedge \partial_{u} F(u \wedge v), \tag{2.18}
\end{equation*}
$$

where $B=\frac{1}{2} u \wedge v$. This relationship is checked for the identity $F(B)=B$ by comparing (2.9) and (2.14). The vector and bivector derivatives, and their natural generalization to $2^{n}$ dimensional Clifford algebra were originally developed as coordinate-free tools for use in linear algebra and differential geometry in Ref. 12, and since have been extensively used in Ref. 9.

## 3. BIVECTOR OPERATORS

By a bivector operator $F(B)$ we mean a linear bivectorvalued function of the bivector variable $B$. If in addition $F$ satisfies

$$
\begin{equation*}
F(I B)=I F(B), \tag{3.1}
\end{equation*}
$$

we say that $F$ is dual. If instead $F$ satisfies

$$
\begin{equation*}
F(I B)=-I F(B), \tag{3.2}
\end{equation*}
$$

we say that $F$ is antidual. A bivector operator can always be split into the sum of dual and antidual parts, as is evident in

$$
\begin{equation*}
F(B)=S(B)+T(B), \tag{3.3}
\end{equation*}
$$

where

$$
S(B)=\frac{1}{2}[F(B)-I F(I B)],
$$

and
$T(B)=\frac{1}{2}[F(B)+I F(I B)]$.
Using formulas (2.11), (2.12), and (2.13), we calculate
derivatives of $F(B)$, finding

$$
\begin{equation*}
A^{\circ} \partial F=A^{\circ} \partial S+A \circ \partial T=2 S(A), \tag{3.4}
\end{equation*}
$$

since

$$
\begin{equation*}
A \circ \partial S=S(A \circ \partial B)=2 S(A) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{align*}
A \circ \partial T & =T(A \cdot \partial B)-T(A \wedge \partial B)  \tag{3.6}\\
& =T(A)-T(A)=0 .
\end{align*}
$$

From (3.4) and (2.13) it follows that

$$
\begin{equation*}
\partial F=\frac{1}{2} \partial_{A} A \circ \partial F=\partial S=\partial \circ S+\partial \times S, \tag{3.7}
\end{equation*}
$$

which shows that the bivector derivative of $F$ is completely determined by the bivector derivative of its dual part. As a consequence of this, it follows that

$$
\begin{equation*}
\partial T=0 \tag{3.8}
\end{equation*}
$$

i.e., the derivative of an antidual operator vanishes.

An operator $F(B)$ is said to be symmetric (with respect to the metric $g$ ) if

$$
\begin{equation*}
F(A) \cdot B=A \cdot F(B) \Leftrightarrow F(A)=F^{\dagger}(A) \equiv \partial_{B} F(B) \cdot A \tag{3.9}
\end{equation*}
$$

and skew-symmetric (w.r.t.g) if

$$
\begin{equation*}
F(A) \cdot B=-A \cdot F(B) \Leftrightarrow F(A)=-F^{\dagger}(A) . \tag{3.10}
\end{equation*}
$$

Differentiating the first expressions in (3.9) and (3.10) by $\partial_{A} \partial_{B}$ gives, with the help of $(2.11)$,

$$
\begin{equation*}
\partial \times F=\frac{1}{2}(\partial F-F \overleftarrow{\partial})=0 \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial \circ F=\frac{1}{2}(\partial F+F \overleftarrow{F})=0, \tag{3.12}
\end{equation*}
$$

respectively, where $\check{\delta}$ differentiates to the left. Thus, symmetric operators have vanishing curl, whereas skew-symmetric operators have vanishing trace. Symmetric bivector operators are known in the literature as curvature operators, and will be studied in Sec. 5.

An operator is said to be dual symmetric if it is both dual and symmetric, and dual skew-symmetric if it is both dual and skew-symmetric. An operator is dual symmetric iff

$$
\begin{equation*}
F(A) \circ B=A \circ F(B) \tag{3.13}
\end{equation*}
$$

i.e., $F$ is symmetric w.r.t. the metric $G$, or equivalently, iff

$$
\begin{equation*}
A \circ \partial F=2 F(A)=\partial F \circ A \tag{3.14}
\end{equation*}
$$

To establish (3.13), note by using (1.16) that
$F(A) \wedge B=-I(I F(A)) \cdot B=-I F(I A) \cdot B$

$$
=-I(I A) \cdot F(B)=A \wedge F(B)
$$

and combine this result with (3.9). Property (3.14) follows directly from (3.13) and (2.13). An operator is dual skewsymmetric iff

$$
\begin{equation*}
F(A)^{\circ} B=-A \circ F(B) \tag{3.15}
\end{equation*}
$$

i.e., $F$ is skew-symmetric w.r.t. the metric $G$, or, equivalently, iff

$$
\begin{equation*}
F(B)=\frac{1}{4} B \times(\partial \times F) . \tag{3.16}
\end{equation*}
$$

The proof of (3.15) is similar to that of (3.13). The proof of (3.16) follows by using (1.18), (3.15), and (2.13) to get

$$
B \times(\partial \times F)=B \circ \partial F-\partial F \circ B=4 F(B)
$$

There is an important identity satisfied by dual operators $F(B)$. It is given by

$$
\begin{align*}
& F(A \times C)+F(A) \times C+A \times F(C) \\
& \quad=\frac{1}{2} \partial \circ F A \times C+\frac{1}{2}(A \times C) \times(\partial \times F) . \tag{3.17}
\end{align*}
$$

In the special case that $F$ is also symmetric, (3.17) reduces to

$$
\begin{equation*}
F(A \times C)+F(A) \times C+A \times F(C)=\frac{1}{2} \partial \circ F A \times C \tag{3.18}
\end{equation*}
$$

In the special case that $F$ is dual skew-symmetric, (3.17) reduces to (3.16). Identity (3.18) follows by equating the right sides of the identitites

$$
\begin{aligned}
& A \times(C \times \partial) F-C \times(A \times \partial) F \\
& \quad=\partial \circ F A \times C-2 F(A \times C)
\end{aligned}
$$

and

$$
\begin{aligned}
& A \times(C \times \partial) F-C \times(A \times \partial) F \\
& \quad=\partial \circ F A \circ C-2 C F(A)-\partial \circ F C A+2 A F(C) \\
& \quad=-2 C \times F(A)-2 F(C) \times A,
\end{aligned}
$$

and the general identity (3.17) follows by combining (3.18) and (3.16).

We will now find the determinant, the characteristic equation, and the Cayley-Hamilton theorem for a dual operator $F(B)$. Define

$$
\begin{equation*}
\operatorname{det}(F)=(1 / 48) \partial_{C} \circ \partial_{B} \times \partial_{A} F(A) \times F(B) \circ F(C) \tag{3.19}
\end{equation*}
$$

In terms of the orthonormal basis $\left\{E_{i}\right\}$, with the help of (1.17) and (2.10), it is not difficult to check that

$$
\begin{equation*}
\operatorname{det}(F)=-I F\left(E_{1}\right) \times F\left(E_{2}\right) \circ F\left(E_{3}\right)=\left|F\left(E_{i}\right) \circ E_{j}\right| \tag{3.20}
\end{equation*}
$$

For $F(B)=B$, from (2.17) or (1.7) it can be seen that
$\operatorname{det}(F)=1$, as would be expected. Carrying out the indicated differentiation in (3.19) gives

$$
\begin{equation*}
\operatorname{det}(F)=1 / 48\left[8 \partial \circ F^{3}-6 \partial \circ F \partial \circ F^{2}+(\partial \circ F)^{3}\right] \tag{3.21}
\end{equation*}
$$

which expresses the $\operatorname{det}(F)$ in terms of the complex scalars $\partial \circ F, \partial \circ F^{2}$, and $\partial \circ F^{3}$. Note the these three complex scalars correspond to six real scalars, and are Lorentz invariant; more about them later. In the case that $F$ is dual skew-symmetric, $\operatorname{det}(F)=0$, since $\partial \circ F=0=\partial \circ F^{3}$.

To obtain the characteristic polynomial for $F$, define

$$
\begin{equation*}
F^{\prime} \equiv F-\lambda \equiv F(B)-\lambda B \tag{3.22}
\end{equation*}
$$

Then $\psi(\lambda)$ is given by

$$
\begin{equation*}
\psi(\lambda)=\operatorname{det}\left(F^{\prime}\right)=\operatorname{det}(F-\lambda) . \tag{3.23}
\end{equation*}
$$

Using (3.23), and (3.19) or (3.21), we compute

$$
\begin{align*}
\psi(\lambda)= & \lambda^{3}-\frac{1}{2} \partial \circ F \lambda^{2}-\frac{1}{4}\left[\partial \circ F^{2}-\frac{1}{2}(\partial \circ F)^{2}\right] \lambda \\
& -1 / 48\left[8 \partial \circ F^{3}-6 \partial \circ F \partial \circ F^{2}+(\partial \circ F)^{3}\right] . \tag{3.24}
\end{align*}
$$

In the case that $F$ is dual skew-symmetric, $\psi(\lambda)$ simplifies to $\psi(\lambda)=\lambda\left[\lambda+\frac{1}{2}\left(\partial \circ F^{2}\right)^{1 / 2}\right]\left[\lambda-\frac{1}{2}\left(\partial \circ F^{2}\right)^{1 / 2}\right]$.

The Cayley-Hamilton for $F$ says simply that

$$
\begin{equation*}
\psi(F) \equiv 0, \tag{3.26}
\end{equation*}
$$

i.e., $F$ satisfies its characteristic equation. The method of proof of $(3.26)$ is to decompose $\operatorname{det}(F) A$, which is the last term in $\psi(F)$, into the sum of the other terms. This is accomplished in the following steps:

$$
\begin{aligned}
48 A \operatorname{det}(F)= & A \partial_{3} \circ \partial_{2} \times \partial_{1} F_{1} \times F_{2} \circ F_{3} \\
= & 6 \partial_{2} \times \partial_{1} F_{1} \times F_{2} \circ F(A) \\
= & 6 \partial_{2} \times \partial_{1} F_{1} \times F_{2} F(A)-6 \partial_{2} \times \partial_{1}\left(F_{1} \times F_{2}\right) \times F(A) \\
= & {\left[6(\partial \circ F)^{2}-12 \partial \circ F^{2}\right] F(A)-24 \partial \circ F F^{2}(A) } \\
& +48 F^{3}(A) .
\end{aligned}
$$

This formulation and proof of the Cayley-Hamilton theorem was first found for linear transformations in Ref. 12.

We will now show that an antidual operator $T(B)$ can be expressed entirely in terms of two symmetric trace-free vector operators. First consider the identity

$$
\begin{align*}
T(B) & =\frac{1}{2}\left(B \cdot \partial_{v}\right) \cdot \partial_{u} T(u \wedge v) \\
& =\frac{1}{2} B \cdot \partial_{v} \partial_{u} T(u \wedge v)-B \times \partial_{A} T(A) \\
& =\frac{1}{2} B \cdot \partial_{v} \partial_{u} T(u \wedge v) \tag{3.27}
\end{align*}
$$

The last equality is a consequence of (3.6) and (3.8), since

$$
B \times \partial_{A} T(A)=B \partial_{A} T(A)-B \circ \partial_{A} T(A)=0
$$

Now define the vector operators

$$
\begin{equation*}
t(v) \equiv \partial_{u} \cdot T(u \wedge v) \quad \text { and } \quad \bar{t}(v) \equiv \partial_{u} \cdot T(u \wedge v I) \tag{3.28}
\end{equation*}
$$

An easy consequence of $(3.8)$ is that $t(v)$ and $\bar{t}(v)$ satisfy

$$
\partial_{v} t(v)=0=\partial_{v} \bar{t}(v),
$$

which means $t(v)$ and $\bar{t}(v)$ are symmetric trace-free operators. We can now express (3.27) in the form

$$
\begin{align*}
T(B) & =\frac{1}{2} B \cdot \partial_{v}\left[\partial_{u} \cdot T(u \wedge v)+\partial_{u} \cdot T(u \wedge v I) I\right]  \tag{3.29}\\
& =E(B)+D(B)
\end{align*}
$$

where

$$
\begin{equation*}
E(B) \equiv \frac{1}{2} B \cdot \partial_{v} t(v)=E^{\dagger}(B) \tag{3.30}
\end{equation*}
$$

is an antidual symmetric bivector operator, and

$$
\begin{equation*}
D(B) \equiv \frac{1}{2} B \cdot \partial_{v} \bar{t}(v) I=-D^{\dagger}(B) \tag{3.31}
\end{equation*}
$$

is an antidual skew-symmetric bivector operator. The symmetry of $E(B)$ follows from the steps
$E^{+}(B)$

$$
\begin{aligned}
& =\partial_{A} E(A) \cdot B=\frac{1}{2} \partial_{A}\left[A \cdot \partial_{v} t(v)\right] \cdot B=\frac{1}{2} \partial_{A} A \cdot\left[\partial_{v} t(v) \cdot B\right] \\
& =\frac{1}{2}[S B: \partial: v] t(v) \cdot B=E(B),
\end{aligned}
$$

and the skew-symmetry of $D(B)$ can be similarly established.
We have the following important properties of $E(B)$ and $D(B)$ :

$$
\begin{equation*}
\partial_{u} \wedge E^{k}(u \wedge v)=0, \quad \text { for } \quad k=1,2, \ldots \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{u} \wedge D^{2 k}(u \wedge v)=0=\partial_{u} \cdot D^{2 k-1}(u \wedge v), \text { for } k=1,2, \cdots \tag{3.33}
\end{equation*}
$$

which can be proved by using induction on $k$ and the symmetry of $t(v)$ and $\bar{t}(v)$.

Combining the results of (3.3), (3.13), (3.16), and (3.29), we find that a general bivector operator can always be decomposed into

$$
\begin{equation*}
F(B)=[H(B)+E(B)]+[J(B)+D(B)] \tag{3.34}
\end{equation*}
$$

where $H(B)$ is dual symmetric, $E(B)$ is antidual symmetric, $J(B)$ is dual skew-symmetric, and $D(B)$ is antidual skewsymmetric. The classification of trace-free symmetric vector
operator is carried out in Ref. 13 by reducing the problem to the Petrov classification of a correlated Weyl tensor.

## 4. CLASSIFICATION OF DUAL OPERATORS

Let $F$ be a dual operator, i.e., one satisfying (3.1). The $F$ has the characteristic polynomial $\psi(\lambda)$ given by (3.24), and setting

$$
\begin{equation*}
\psi(\lambda)=0 \tag{4.1}
\end{equation*}
$$

gives the characteristic equation for $F$. The solutions $\lambda_{1}, \lambda_{2}$, $\lambda_{3}$ are the eigenvalues of $F$. Writing

$$
\begin{equation*}
\psi(\lambda)=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right)\left(\lambda-\lambda_{3}\right), \tag{4.2}
\end{equation*}
$$

we find, on expanding the right-hand side of (4.2) and equating the coefficients of $\lambda$ with those in (3.24), that

$$
\begin{equation*}
\frac{1}{2} \partial \circ F^{k}=\lambda_{1}^{k}+\lambda_{2}^{k}+\lambda_{3}^{k} \text { for } k=1,2,3 . \tag{4.3}
\end{equation*}
$$

The characteristic roots of (4.1) have multiplicity 1,2 , or 3 according to whether

$$
\begin{align*}
& \lambda_{1} \neq \lambda_{2} \neq \lambda_{3} \quad \text { for multiplicity } 1  \tag{4.4}\\
& \lambda_{1} \neq \lambda_{2}=\lambda_{3} \quad \text { for multiplicity } 2  \tag{4.5}\\
& \lambda_{1}=\lambda_{2}=\lambda_{3} \quad \text { for multiplicity } 3 \tag{4.6}
\end{align*}
$$

Conditions for (4.4), (4.5), (4.6) can be given in terms of $\partial \circ F$, $\partial \circ F^{2}, \partial \circ F^{3,13,15}$

We see from (3.23) and (3.20) that, for each eigenvalue $\lambda_{k}$,
$\left[F\left(E_{1}\right)-\lambda_{k} E_{1}\right] \times\left[F\left(E_{2}\right)-\lambda_{k} E_{2}\right] \circ\left[F\left(E_{3}\right)-\lambda_{k} E_{3}\right]=0$,
which implies, because of (1.17), that there exist eigenbivectors satisfying

$$
\begin{equation*}
F\left(C_{k}\right)=\lambda_{k} C_{k} \quad \text { for } \quad k=1,2,3 . \tag{4.7}
\end{equation*}
$$

We will consider the classification of dual symmetric and dual skew-symmetric operators separately. This is justified by the fact that we can always decompose $F$ into

$$
\begin{equation*}
F(B)=H(B)+J(B), \tag{4.8}
\end{equation*}
$$

where

$$
H(B) \equiv \frac{1}{2}\left[F(B)+F^{\dagger}(B)\right]=\frac{1}{2} \partial_{B} F(B) \cdot B
$$

is dual symmetric, and

$$
J(B)=\frac{1}{2}\left[F(B)-F^{\dagger}(B)\right]=\frac{1}{4} B \times(\partial \times F)
$$

is dual skew-symmetric.
Let $J(B)$ be a dual skew-symmetric operator. Then by (3.16), $J(B)$ can be writtern in the form

$$
\begin{equation*}
J(B)=B \times Q \tag{4.9}
\end{equation*}
$$

where $Q=\frac{1}{4} \partial \times J$. From (4.9) we calculate

$$
\begin{equation*}
J^{2}(B)=(B \times Q) \times Q=B Q \circ Q-B \circ Q Q \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
J^{3}(B)=B \times Q Q^{2} \tag{4.11}
\end{equation*}
$$

from which is follows that $\partial J^{k}=4 Q^{k}$, which implies

$$
\begin{equation*}
\partial \circ J=0, \quad \partial \circ J^{2}=4 Q^{2}, \quad \partial \circ J^{3}=0 . \tag{4.12}
\end{equation*}
$$

The characteristic polynomial (3.25) of $J(B)$ can be written in terms of $Q^{2}$, getting

$$
\begin{equation*}
\psi(\lambda)=\lambda\left[\lambda+\left(Q^{2}\right)^{1 / 2}\right]\left[\lambda-\left(Q^{2}\right)^{1 / 2}\right] \tag{4.13}
\end{equation*}
$$

From (4.13) it is clear that the key to the classification of
$F(B)$ is the bivector $Q$. The canonical forms (1.21) and (1.22) for a bivector tell us that
$Q=0 \quad$ or $Q=\rho e^{1 \theta} A_{1}$ or $Q=\rho\left(1+A_{1}\right) A_{2}$.
The case $Q=0$ is trivial.
For the case $Q=\rho e^{I \theta} A_{1}$, we construct the null bivectors $N=\left(1+A_{1}\right) A_{2}$, and $M=\left(1-A_{1}\right) A_{2}$, and note, with the help of table (1.23), that
$A_{1}=\frac{1}{2} N \times M, \quad N \circ M=2, \quad A_{1} \circ N=0=A_{1} \circ M$.
It then follows, using (1.18), that

$$
\begin{align*}
J(B)=B \times Q & =\frac{1}{2} \rho e^{I \theta} B \times(N \times M) \\
& =\frac{1}{2} \rho e^{I \theta}(B \circ N M-B \circ M N) . \tag{4.15}
\end{align*}
$$

From the canonical form (4.15) of $J(B)$, with the help of (4.14), we can read off the eigenbivectors and eigenvalues of $J$. Thus,

$$
\begin{equation*}
J\left(A_{1}\right)=0 A_{1}, \quad J(N)=-\rho e^{I \theta} N, \quad J(M)=\rho e^{I \theta} M \tag{4.16}
\end{equation*}
$$

For the case $Q=\rho N$, where $N=\left(1+A_{1}\right) A_{2}, Q^{2}=0$,

$$
\begin{equation*}
J(B)=\rho B \times N=\rho\left(B \circ A_{1} N-B \circ N A_{1}\right) \tag{4.17}
\end{equation*}
$$

is the desired canonical form. We calculate

$$
\begin{align*}
& J(N)=0, \quad J\left(A_{12}\right)=\rho A_{1}, \quad J\left(A_{1}\right)=\rho N, \\
& J\left(A_{2}\right)=-\rho A_{1}, \tag{4.18}
\end{align*}
$$

from which it follows that $N$ is the only eigenbivector of $J(B)$. The above cases can be summarized in the following table enumerating the number of null eigenbivectors of $J(B)$ :

$$
\begin{array}{lll} 
& 11 & Q^{2} \neq 0  \tag{4.19}\\
1(Q \neq 0) & -(Q=0) & Q^{2}=0
\end{array}
$$

Of course it closely parallels that given by Penrose, ${ }^{3}$ in his spinor classification of an electromagnetic field. The bivector $Q$ represents an electromagnetic field at a point in spacetime.

We will now carry out the classification of a dual symmetric operator $H(B)$ into the so-called Petrov types. Because of (4.7), $H$ has eigenbivectors and values satisfying

$$
\begin{equation*}
H\left(C_{k}\right)=\lambda_{k} C_{k}, \quad \text { for } \quad k=1,2,3 . \tag{4.20}
\end{equation*}
$$

That orthogonal bivectors correspond to distinct eigenvalues follows from the standard argument:

$$
\begin{equation*}
\left(\lambda_{i}-\lambda_{j}\right) C_{i} \circ C_{j}=H\left(C_{i}\right)^{\circ} C_{j}-C_{i} \circ H\left(C_{j}\right)=0 . \tag{4.21}
\end{equation*}
$$

Furthermore, because of the bivector classifications (1.21) and (1.22), and the fact that $H$ is dual, each eigenbivector $C$ of $H$ can be replaced by a time-like eigenbivector $A$, with $A^{2}=1$, or by a null bivector $N=\left(1+A_{1}\right) A_{2}$, having the same eigenvalue as $C$. We will always assume that the eigenbivectors $C_{k}$ of $H$ have been so normalized. The operator $H(B)$ is said to be of Petrov

Type I:if $\left\{C_{k}\right\}$ spans a three-dim. space,
Type II:if $\left\{C_{k}\right\}$ spans a two-dim. space,
Type III:if $\left\{C_{k}\right\}$ spans one-dim. space.
Suppose $H$ is Type I. If the eigenvalues $\lambda_{k}$ are distinct, then by (4.21) the $C_{k}$ 's are orthogonal. This excludes the possibility that one or more of the eigenbivectors are null, because inspection of table (1.23) shows that if an eigenbivector $C$ is orthogonal to a null eigenbivector $N=\left(1+A_{1}\right) A_{2}$, then $C$
must be of the form $C=A_{1}+\alpha N$, so that the eigenbivectors $C_{k}$ could span at most a two-dim. space. If the eigenvalues are not distinct, simple orthonormal space-like bivectors can still be choosen with the same multiplicity as the repeated roots.

Suppose $H$ is type II. Then the eigenvalues of $H$ cannot all be distinct, for othewise, because of (4.21), $H$ would be Type I. Also, $H$ cannot have two orthonormal time-like eigenbivectors $A_{1}, A_{2}$, for in this case, letting $A_{3}=I A_{1} \times A_{2}$, we find by using (3.18) that
$H\left(A_{1} \times A_{2}\right)+H\left(A_{1}\right) \times A_{2}+A_{1} \times H\left(A_{2}\right)=\frac{1}{2} \partial \circ H A_{1} \times A_{2}$, or

$$
H\left(A_{3}\right)=\left(\frac{1}{2} \partial \circ H-\lambda_{1}-\lambda_{2}\right) A_{3}
$$

so that $A_{3}$ would be an eigenbivector also, contradicting the assumption that $H$ is Type II. Thus, $H$ must have a null eigenbivector $N=\left(1+A_{1}\right) A_{2}$ satisfying

$$
\begin{equation*}
H(N)=\lambda_{N} N \tag{4.22}
\end{equation*}
$$

and a time-like bivector of the form $C_{1}=A_{1}+\alpha N$, satisfying

$$
\begin{equation*}
H\left(C_{1}\right)=\lambda_{1} C_{1} . \tag{4.23}
\end{equation*}
$$

Equations (4.22), (4.23) imply

$$
\begin{equation*}
H\left(A_{1}\right)=\lambda_{1} A_{1}+\beta_{1} N \tag{4.24}
\end{equation*}
$$

where

$$
\beta_{1} \equiv A_{1} \circ H\left(A_{2}\right)=A_{2} \circ H\left(A_{1}\right)=\alpha\left(\lambda_{1}-\lambda_{N}\right)
$$

In the degenerate case when $\lambda_{1}=\lambda_{N}$, (4.24) reduces to

$$
\begin{equation*}
H\left(A_{1}\right)=\lambda_{1} A_{3}, \quad \text { and } \quad \beta_{1}=0 \tag{4.25}
\end{equation*}
$$

Finally, note that $A_{1} \times N=N$, and using this in identity (3.18), together with (4.24) and (4.22), shows that

$$
\begin{equation*}
\frac{1}{2} \partial \circ H=\lambda_{1}+2 \lambda_{N}, \tag{4.26}
\end{equation*}
$$

for Type II.
Suppose $H$ is Type III. Then $H$ has one eigenbivector, a null bivector $N$, satisfying

$$
\begin{equation*}
H(N)=\lambda_{N} N \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \partial \circ H=3 \lambda_{N} \tag{4.28}
\end{equation*}
$$

The above classification scheme can be refined by introducing the notion of principal null directions of $H$. These are null bivectors $M$ which satisfy

$$
\begin{equation*}
H(M) \circ M=0 \quad \text { and } \quad M^{2}=0 \tag{4.29}
\end{equation*}
$$

and were used by Penrose ${ }^{3}$ in his refinement of the Petrov classification of the conformal curvature tensor using spinors. The condition (4.29) was first noted in a remark by Thorpe. ${ }^{5}$ The principal null bevectors of $H$ are explicitly calculated below, and their coincidence patterns are specified by new and simple conditions.

For the case that the $\lambda_{k}$ 's are distinct, $H(B)$ has a basis of orthonormal time-like eigenbivectors $A_{1}, \boldsymbol{A}_{2}, \boldsymbol{A}_{3}$. In terms of this basis we can write

$$
\begin{equation*}
H(B)=B \circ A_{1} \lambda_{1} A_{1}+B \circ A_{2} \lambda_{2} A_{2}+B \circ A_{3} \lambda_{3} A_{3} . \tag{4.30}
\end{equation*}
$$

Imposing the condition (4.29) leads to the equations
$M \circ M=\alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}=0, \quad$ or $\quad \alpha_{3}^{2}=-\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right)$,
and

$$
H(M) \circ M=\lambda_{1} \alpha_{1}^{2}+\lambda_{2} \alpha_{2}^{2}-\lambda_{3}\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right)=0
$$

where $M=\alpha_{1} A_{1}+\alpha_{2} A_{2}+\alpha_{3} A_{3}$, which has solutions

$$
\begin{align*}
& \alpha_{1}= \pm \sqrt{\lambda_{2}-\lambda_{3}}, \quad \alpha_{2}= \pm \sqrt{\lambda_{3}-\lambda_{1}} \\
& \alpha_{3}=\sqrt{\lambda_{1}-\lambda_{2}} \tag{4.31}
\end{align*}
$$

which correspond to four distinct principal null directions.
For all other cases there will be a null eigenbivector $N=\left(1+A_{1}\right) A_{2}$ for which $H(N)=\lambda_{N} N$. In these cases, we expand $H(B)$ in the basis $A_{1}, A_{2}, A_{12}=A_{1} A_{2}$, finding, with the help of (1.23) and (3.18),

$$
\begin{align*}
H(B)= & \left(B \circ A_{1} \lambda_{1}+B N \beta_{1}\right) A_{1}+B \circ H_{2} A_{2}  \tag{4.32}\\
& +\left(B \circ H_{2}-\lambda_{N} B \circ N\right) A_{12},
\end{align*}
$$

where $\beta_{1} \equiv A_{1} \circ H\left(A_{2}\right), H_{2} \equiv H\left(A_{2}\right)$, and $\lambda_{1} \equiv \frac{1}{2} \partial \circ H-2 \lambda_{N}$, $\lambda_{N} \equiv N \circ H_{2}$.
Note that $H(B)$ is defined entirely in terms of the independent quantities

$$
\begin{equation*}
H_{2}, \quad N, \quad \frac{1}{2} \partial \circ H, \tag{4.33}
\end{equation*}
$$

where $\mathrm{H}_{2}$ is an arbitrary bivector (six parameters), N is an arbitrary null bivector (four parameters), and $\frac{1}{2} \partial \circ H$ is an arbitrary complex scalar (two parameters), making up 12 independent parameters in all.

We are now ready to solve for principal null bivectors by imposing (4.29) on the expansion (4.32). This is done in the steps below:

$$
\begin{aligned}
& M=\alpha_{1} A_{1}+\alpha_{2} A_{2}+\alpha_{3} A_{12}, M \circ M=\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}=0, \\
& H(M)= {\left[\lambda_{1} \alpha_{1}+\left(\alpha_{2}-\alpha_{3}\right) \beta_{1}\right] A_{1}+M \circ H_{2} A_{2} } \\
&+\left[M \circ H_{2}-\lambda_{N}\left(\alpha_{2}-\alpha_{3}\right)\right] A_{12} \\
&= {\left[\lambda_{1} \alpha_{1}-y \beta_{1}\right] A_{1}+\left[\beta_{1} \alpha_{1}+\lambda_{N} \alpha_{2}-\beta_{2} y\right] A_{2} } \\
&+\left[\beta_{1} \alpha_{1}+\left(\lambda_{N}-\beta_{2}\right) y+\lambda_{N} \alpha_{2}\right] A_{12}
\end{aligned}
$$

and

$$
\begin{equation*}
H(M) \circ M=\beta_{2} y^{2}+\left(\delta x-2 \alpha_{1} \beta_{1}\right) y \tag{4.34}
\end{equation*}
$$

in terms of the new variables:

$$
\begin{array}{ll}
x=\alpha_{3}+\alpha_{2}, & y=\alpha_{3}-\alpha_{2}, \quad \delta=\lambda_{1}-\lambda_{N} \\
\beta_{1}=A_{1} \circ H_{2}, & \beta_{2}=A_{21} \circ H_{2}
\end{array}
$$

Thus the equation

$$
\begin{equation*}
H(M) \circ M=0 \Leftrightarrow \delta x y+\beta_{2} y^{2}=2 \beta_{1} \alpha_{1} y \tag{4.35}
\end{equation*}
$$

and for $y \neq 0 \neq \beta_{1}$, we find

$$
\alpha_{1}=\left[1 / 2 \beta_{1}\right]\left(\delta x+\beta_{2} y\right] .
$$

Squaring the equation in (4.35) leads to the equation

$$
\begin{equation*}
y^{2}\left[\left(\delta x+\beta_{2} y\right)^{2}-4 \beta_{1}^{2} x y\right]=0 \tag{4.36}
\end{equation*}
$$

Analysis of equation (4.36) together with (4.35) leads to the following classification scheme of the principal null directions of $H(B)$ :

|  | $1111\left(\neq \lambda_{k} ’ \mathrm{~s}\right)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | $211\left(\beta_{1}^{2} \neq \delta \beta_{2}\right)$ | $22\left(\beta_{1}^{2}=\delta \beta_{2}\right)$ | $\delta \neq 0$ |
| $31\left(\beta_{1} \neq 0\right)$ | $4\left(\beta_{1}=0 \neq \beta_{2}\right)$ | $-\left(\beta_{1}=0=\beta_{2}\right)$ | $\delta=0$ |
| III | II | I | (4.37) |

As an example of the kind of analysis involved in the above classification, we will carry it to completion in the more involved case $\beta_{1} \neq 0 \neq \beta_{2}$ and $\delta \neq 0$. In this case, set $x=1$ in (4.36), and factor the resulting quadratic equation in $y$, getting

$$
\begin{gather*}
y^{2}\left\{\left[\begin{array}{l}
\left.\left.y+\left(\frac{\delta}{\beta_{2}}-\frac{2 \beta_{1}^{2}}{\beta_{2}^{2}}\right)+\epsilon\right]\left[y+\left(\frac{\delta}{\beta_{2}}-\frac{2 \beta_{1}^{2}}{\beta_{2}^{2}}\right)-\epsilon\right]\right\} \\
=0,
\end{array}\right.\right.
\end{gather*}
$$

where

$$
\epsilon=2 \frac{\beta_{1}}{\beta_{2}} \sqrt{\frac{\delta \beta_{2}-\beta_{1}^{2}}{\beta_{2}^{2}}} .
$$

This equation reduces to

$$
\begin{equation*}
y^{2}\left(y-\frac{\beta_{1}^{2}}{\beta_{2}^{2}}\right)^{2}=0, \quad \text { when } \quad \delta \beta_{2}=\beta_{1}^{2} \tag{4.39}
\end{equation*}
$$

We see that for $\epsilon \neq 0$ (or $\delta \beta_{2} \neq \beta_{1}^{2}$ ), Eq. (4.38) has double solution for $y=0$, and two single solutions corresponding to the zeros of the other factors. The corresponding principal null bivectors can be exhibited explicitly by going back to the original variables. Similarly, (4.39) gives two double principal null bivectors for each of the roots of its repeated factors, when $\delta \beta_{2}=\beta_{1}^{2}$ ).

In the case that $\frac{1}{2} \partial \circ H=\lambda_{1}+\lambda_{2}+\lambda_{3}=0$, the three $\mathrm{Pe}-$ trov types can be efficiently characterized by the canonical forms

$$
\begin{align*}
H(B)= & \left(2 \lambda_{1}+\lambda_{2}\right) B \circ A_{1} A_{1}+\left(2 \lambda_{2}+\lambda_{1}\right) B \circ A_{2} A_{2} \\
& -\left(\lambda_{1}+\lambda_{1}\right) B, \tag{4.40}
\end{align*}
$$

for type I,

$$
H(B)=\lambda_{N} B-3 \lambda_{N} B \circ C_{1} C_{1}+\mu B o N N,
$$

where

$$
\left\{\begin{array}{c}
C_{1}=A_{1}+\alpha N  \tag{4.41}\\
\mu=\beta_{2}+3 \lambda_{N} \alpha^{2}
\end{array}\right\},
$$

for type II, and

$$
\begin{align*}
& H(B)=B^{\circ} N C^{\prime}=B^{\circ} C_{1} N, \\
& C_{1}=\beta_{1} A_{1}+\frac{1}{2} \beta_{2} N, \tag{4.42}
\end{align*}
$$

where
for type III. The canonical form (4.40) can be derived immediately from (4.30) and the fact that $B \equiv \sum_{k=1}^{3} B \circ A_{k} A_{k}$. To derive (4.41), we use the properties (4.22)-(4.26), together with (1.18) and (1.23) and the fact that $C_{1} \times N=N$, to calculate

$$
\begin{aligned}
H(B) \times N & =H(B) \times\left(C_{1} \times N\right)=H(B)^{\circ} C_{1} N-H(B) \circ N C_{1} \\
& =\lambda_{N}\left(B \times N-3 B \circ C_{1} N\right),
\end{aligned}
$$

which implies that
$\left[H(B)-\lambda_{N} B+3 \lambda_{N} B \circ C_{1} C_{1}\right] \times N \equiv 0 \quad$ for all $B$.
Applying $A_{2} x$ to this last identity, and again utilizing (1.18) and (1.23), yields

$$
\begin{aligned}
& H(B)-\lambda_{N} B+3 \lambda_{N} B^{\circ} C_{1} C_{1} \\
& \quad=A_{2} \circ\left[H\left(B \vdash \lambda_{N} B+3 \lambda_{N} B \circ C_{1} C_{1}\right] N\right.
\end{aligned}
$$

$$
\begin{equation*}
=B \circ\left[H\left(A_{2}\right)-\lambda_{N} A_{2}+3 \lambda_{N} \alpha C_{1}\right] N . \tag{4.43}
\end{equation*}
$$

Applying (4.43) with $B=A_{2}$ gives

$$
\begin{align*}
H\left(A_{2}\right)-\lambda_{N} A_{2}+3 \lambda_{N}+C_{1} & =\left[A_{2} \circ H_{2}-\lambda_{N}+3 \lambda_{N} \alpha^{2}\right] N \\
& =\mu N, \tag{4.44}
\end{align*}
$$

where $\mu \equiv \beta_{2}+3 \lambda_{N} \alpha^{2}$. Then (4.41) now follows trivially from (4.43) and (4.44). Finally, to derive (4.42), we note from (4.32) that for type III, $H(B)$ reduces to the form

$$
\begin{equation*}
H(B)=B \circ N \beta_{1} A_{1}+B \circ H\left(A_{2}\right) N, \tag{4.45}
\end{equation*}
$$

from which it follows that
$H\left(A_{2}\right)=\beta_{1} A_{1}+\beta_{2} N$.
Together, (4.45) and (4.46) imply (4.42), where
$C_{1} \equiv \beta_{1} A_{1}+1 \beta_{2} N$.

## 5. RIEMANN CURVATURE: INVARIANTS AND PROPERTIES

Recall that a curvature operator $R(B)$ is a bivector operator satisfying (3.9). From (3.34) it follows tht $R(B)$ can be written in the form

$$
\begin{equation*}
R(B)=H(B)+E(B)=R^{\dagger}(B), \tag{5.1}
\end{equation*}
$$

where

$$
H(B) \equiv \frac{1}{2}[R-I(R I)](B)=H^{\dagger}(B)
$$

is a dual symmetric bivector operator, and

$$
E(B) \equiv \frac{1}{2}[R+I(R I)](B)=E^{\dagger}(B)
$$

is an antidual symmetric bivector operator. We shall now study the Lorentz invariants of $R$ in terms of complex scalars of $R$. By complex scalars of $R$ we mean all possible rational linear combinations of complex scalar derivatives of $R^{k}$ and its dual $(R I)^{k}$, for $k=1,2, \cdots$. Thus,

$$
\begin{equation*}
\partial \circ R+I \partial \circ R^{2}+3 \partial \circ(R I)^{2}-2 \partial \circ(R I)^{4} \tag{5.2}
\end{equation*}
$$

is a complex scalar of $R$. Note that (5.2) is also a Lorentz invariant of $R$; we will show that all Lorentz invariants of $R$ can be so expressed.

Squaring both sides of (5.1), considered as an operator equation, leads to

$$
\begin{equation*}
R^{2}(B)=\left[H^{2}+E^{2}\right](B)+[H E+E H](B), \tag{5.3}
\end{equation*}
$$

where

$$
H^{2}(B)=\frac{1}{4}\left[R^{2}-I R^{2} I\right](B)-\frac{1}{4}\left[(R I)^{2}-I(R I)^{2} I\right](B)
$$

and

$$
E^{2}(B)=\frac{1}{4}\left[R^{2}-I R^{2} I\right](B)+\frac{1}{4}\left[(R I)^{2}-I(R I)^{2}\right](B)
$$

are dual symmetric operators, and

$$
[H E+E H](B)=\frac{1}{2}\left[R^{2}+I R^{2} I\right](B)
$$

is antidual. Since $H^{2}$ and $E^{2}$ are symmetric, it follows by (3.11) that

$$
\begin{equation*}
\partial \times H^{2}=0=\partial \times E^{2} . \tag{5.4}
\end{equation*}
$$

Because of (3.8), derivatives of $R^{2}(B)$ can be entirely expressed in terms of $H^{2}$ and $E^{2}$, getting

$$
\begin{equation*}
\partial R^{2}=\partial H^{2}+\partial E^{2}=\partial \circ H^{2}+\partial \circ E^{2} . \tag{5.5}
\end{equation*}
$$

Now defining $K \equiv E^{2}$, note that

$$
\begin{align*}
& \partial \circ H K=K H\left(\partial_{B}\right) \circ B=\partial \circ K H,  \tag{5.6}\\
& \begin{aligned}
\partial \circ E H E & =\partial_{B} \circ\left[E(B) \circ \partial_{A} E H(A)\right]=E\left(\partial_{A}\right) \circ E H(A) \\
& =\partial \cdot E^{2} H-\partial \wedge E^{2} H=\partial \cdot K H-\partial \wedge K H,
\end{aligned}
\end{align*}
$$

and more generally,
$\partial \circ E^{i} H E^{j}$

$$
\mathrm{fs} 1.05 \mathrm{~m}=\left\{\begin{array}{cc}
0 \quad \text { if } i+j \text { is odd }  \tag{5.7}\\
\left(-1 \psi \partial \wedge K^{\frac{1}{2}(i+j)} H+\partial \cdot K^{1(i+j)} H\right. \\
\text { if } i+j \text { is even }
\end{array}\right.
$$

From the above remarks it follows that the complex scalars of $R$ can be expressed entirely in terms of complex scalars of the form $\partial \circ H^{i} K^{j}$. But the characteristic equations of $H, K$ and $H K$ are all of the third order; with the help of the Cayley-Hamilton theorem (3.26), and (3.32), it follows that all complex scalars of $R$ can be expressed in terms of rational polynomials in

$$
\begin{align*}
& \partial \circ H, \partial \circ H^{2}, \partial \circ H^{3} ; \partial \cdot K, \partial \cdot K^{2}, \partial \cdot K^{3} ; \\
& \partial \circ H K, \partial \circ(H K)^{2}, \partial \circ(H K)^{3} \tag{5.8}
\end{align*}
$$

and their complex conjugates. Thus, $R$ has a total of $3 \times 6-3=15$ independent invariants, and, as we shall shortly see, the added symmetry of the Riemann curvature tensor reduces this number to the well known 14. (If the same analysis of invariants is carried out for a general bivector operator given by (3.34), in addition to the 15 invariants found in (5.8), there are 15 more given by $\partial \circ J^{2} ; \partial \cdot L, \partial \cdot L^{2}, \partial \cdot L^{3} ; \quad \partial \circ(H L), \partial \circ(H L)^{2}$, $\partial \circ(H L)^{3} ; \partial \circ H J^{2}, \partial \circ H^{2} J$, where $L \equiv D^{2}$, makingupa total of 30 independent scalar invariants.)

For the remainder of this section, let $R(B)$ be a bivector operator with the property

$$
\begin{equation*}
\partial_{a} \wedge R(a \wedge b)=0 \tag{5.9}
\end{equation*}
$$

An operator with the property (5.9) is called Riemann curvature, because it is equivalent to the usual Riemann curvature tensor $R_{i j k l}$ by way of the identification

$$
\begin{equation*}
R_{i j k l} \equiv R\left(e_{i} \wedge e_{j}\right) \cdot\left(e_{k} \wedge e_{l}\right) \tag{5.10}
\end{equation*}
$$

the same as is made by Thorpe in Ref. 5. The identities

$$
\begin{aligned}
(a \wedge b) \cdot & {\left[\partial_{d} \wedge \partial_{c} \wedge R(c \wedge d)\right] } \\
\equiv & {\left[(a \wedge b) \cdot \partial_{d}\right] \cdot\left[\partial_{c} \wedge R(c \wedge d)\right] } \\
& -R(a \wedge b)+R^{\dagger}(a \wedge b)
\end{aligned}
$$

and
$(a \wedge b \wedge c) \cdot\left[\partial_{v} \wedge R(v \wedge d)\right] \equiv R(c \wedge d) \cdot(a \wedge b)+R(a \wedge d)$

$$
\cdot(b \wedge c)+R(b \wedge d) \cdot(c \wedge a)
$$

together with (5.9), show that

$$
\begin{equation*}
R(a \wedge b) \cdot(c \wedge d)=(a \wedge b) \cdot R(c \wedge d) \tag{5.11}
\end{equation*}
$$

and

$$
R(a \wedge b) \cdot(c \wedge d)+R(b \wedge c) \cdot(a \wedge d)+R(c \wedge a) \cdot(b \wedge d)
$$

$$
\begin{equation*}
=0 \tag{5.12}
\end{equation*}
$$

Identity (5.11) say that $R(B)$ is a symmetric operator, and (5.12) is the famous Bianchi identity. (The other Bianchi identity in this formalism has the form $\nabla \wedge R=0$, and can be found in (9); this paper is exclusively concerned with local
properties of operators at a point $x$ in curved spacetime.) Thus, (5.9) is equivalent to the two well known conditions (5.11) and (5.12).

Now let $S(B) \equiv R(B) \cdot B$ be the sectional curvature defined by $R(B)$. The sectional curvature satisfies the important identity

$$
\begin{align*}
\left.\partial_{v} \wedge \partial_{u} S(u \wedge v)\right|_{u=a, v=b} & =\left.2 \partial_{v} \wedge[v \cdot R(a \wedge v)]\right|_{v=b} \\
& =6 R(a \wedge b) \tag{5.13}
\end{align*}
$$

A well-known consequence of this identity is that $S(u \wedge v) \equiv 0$ iff $R(u \wedge v) \equiv 0$, for all $u, v \in \mathscr{D}_{1}$.

From the curvature operator $R(B)$ we construct the Ricci operator by contraction:

$$
\begin{equation*}
R(b) \equiv \equiv \partial_{a} \cdot R(a \wedge b) \tag{5.14}
\end{equation*}
$$

The Ricci tensor is identified by

$$
\begin{equation*}
R_{i j} \equiv R\left(e_{i}\right) \cdot e_{j}, \tag{5.15}
\end{equation*}
$$

and the property that the Ricci tensor is symmetric is equivalent to

$$
\begin{equation*}
\partial_{B} \times R(B)=\frac{1}{2} \partial_{a} \wedge\left[\partial_{a} \cdot R(a \wedge b)\right]=\frac{1}{2} \partial_{b} \wedge R(b)=0 \tag{5.16}
\end{equation*}
$$

Scalar curvature is constructed by contracting (5.14), getting

$$
\begin{equation*}
R \equiv \partial_{b} \cdot R(b)=R_{i}^{i}=2 \partial_{B} \cdot R(B) \tag{5.17}
\end{equation*}
$$

Notice that we use only the domain to distinguish between Riemann, Ricci, and scalar curvature.

We now decompose $R(B)$, as is done in Refs. 15 and 4, by writing

$$
\begin{equation*}
R(B)=C(B)+E(B)+G(B) \tag{5.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& C(B)=R(B)-\frac{1}{2} B \cdot \partial_{v}[R(v)-(1 / 6) v R] \\
& E(B)=\frac{1}{2} B \cdot \partial_{v}[R(v)-(1 / 4) v R]
\end{aligned}
$$

and

$$
G(B)=(1 / 12) B R
$$

The conformal curvature operator $C(B)$ has the properties

$$
\begin{equation*}
\partial_{a} C(a \wedge b)=0=\partial_{B} C(B) \quad \text { and } \quad C(I B)=I C(B) \tag{5.19}
\end{equation*}
$$

The Einstein operator $E(B)$ has the properties
$E(B)=\frac{1}{2} B \cdot \partial_{v} E(v)=\frac{1}{2}[E(a) \wedge b+a \wedge E(b)]$ and
$E(I B)=-I E(B)$,
where $E(v) \equiv \equiv \partial_{a} \cdot E(a \wedge b)=R(v)-\frac{1}{4} v R$ and $\partial_{b} E(b)=0$. An important consequence of the fact that $E(B)$ is completely determined by the symmetric vector operator $E(v)$, as given in (5.20), is that

$$
\begin{equation*}
\partial_{B} E^{k}(B)=\partial_{B} \cdot E^{k}(B), \text { for } k=1,2,3, \cdots \tag{5.21}
\end{equation*}
$$

[Recall (3.32)]. The operator $G(B)$ satisfies

$$
\begin{equation*}
\partial_{a} G(a \wedge b)=\frac{1}{4} b R, \partial_{B} G(B)=\frac{1}{2} R, G(I B)=I G(B) \tag{5.22}
\end{equation*}
$$

A comparison of the decompositions (5.1) and (5.18), together with the properties of $C, E$, and $G$ given above, shows that

$$
\begin{equation*}
H(B)=C(B)+G(B) \tag{5.23}
\end{equation*}
$$

and that $E(B)$ has been correctly identified. Because of properties (5.19), (5.22), and (5.23), $\partial_{B} H(B)=\partial_{B} \cdot H(B)$ and therefore the 15 real invariants determined by ( 5.8 ) reduce to the well known $15-1=14$ for Riemann curvature.

If spacetime is not empty but is filled with sourceless electromagnetic fields, the Ricci operator (5.14) satisfies

$$
\begin{equation*}
R(v)=-Q v Q \tag{5.24}
\end{equation*}
$$

where $Q$ is the electromagnetic bivector defining $J(B)$ in (4.9). It is easy to check that in this case the scalar curvature $R \equiv \partial_{v} \cdot R(v)=0$, as is well known. From this it follows that $E(v) \equiv R(v)$, and from (5.20) we calculate

$$
\begin{equation*}
E(B)=B \cdot Q Q-B \wedge Q Q=(B \cdot Q-B \wedge Q) Q \tag{5.25}
\end{equation*}
$$

Equation (5.25) shows that the Einstein operator determines $Q$ uniquely up to a phase $e^{I \theta}$. Further discussion of these problems in the language of spinors can be found in (2), (3), and (15). There is a discussion of Maxwell's equation and properties of electromagnetic fields in the STA formalism in Ref. 7.

To demonstrate the geometric transparency of the spacetime algebra (STA) formalism, we give a new geometric argument for the well known numbers of independent parameters (IP) of the Riemann, Conformal Weyl, and Einstein tensors. Let $F(B)$ be a general bivector operator. Then $F(B)$ has $6 \times 6=36 \mathrm{IP}$, since both the domain and range of $F$ are the six-dim. bivector space $\mathscr{D}_{2}$. Taking the contraction and curl of $F(B)$ defines the operators

$$
\begin{equation*}
f(b) \equiv \partial_{a} \cdot F(a \wedge b) \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
T(b) \equiv \partial_{a} \wedge F(a \wedge b) \tag{5.27}
\end{equation*}
$$

The operator $T(b)$ determines $4 \times 4=16$ IP of $F(B)$, since the domain and range of $T$ are the four-dim. spaces $\mathscr{D}_{1}$ and $\mathscr{D}_{3}$. A similar argument shows that $f(b)$ also determines $4 \times 4=16$ IP of $F(B)$; but these degrees of freedom are not completely independent of those determined by $T(b)$, since it is easy to show that

$$
\begin{equation*}
\partial_{b} \cdot T(b)=\partial_{b} \wedge f(b) \tag{5.28}
\end{equation*}
$$

The relation (5.28) shows that $f(b)$ and $T(b)$ havesix parameters in common, i.e., they determine a common bivector. The proof that ( 5.28 ) is an integrability condition which guarantees the existence of an operator $F(B)$ satisfying (5.26) and (5.27) will be given elsewhere.

From the above considerations we can read off the numbers of IP for the various operators and their corresponding tensors. Thus, for Riemann curvature, (5.27) vanishes leaving $36-16=20 \mathrm{IP}$. For conformal curvature, both (5.27) and (5.26) vanish, and taking into consideration (5.28), this leaves $36-16-16+6=10$ IP. For Einstein curvature, since it is completely determined by (5.26), and (5.28) vanishes, taking into account that $\partial_{b} \cdot E(b)=0$, gives $16-6-1=9$ IP.

To bring out the advantages of the STA formalism over the tensor and spinor formalisms, we present the following table of how basic quantities and relationships find expression in each.

| $T(b) \equiv \partial_{a} \wedge F(a \wedge b)$. | (5.27) |
| :---: | :---: |
| TENSOR | STA |
| $F_{u v}=-F_{v u}=\left(e_{u} \wedge e_{v}\right) \cdot Q$ | $Q$ |
| $F_{u v}^{*}=\frac{1}{2} \epsilon_{u v v s} F^{r s}$ | IQ |
| $\boldsymbol{R}_{\text {uurs }}=\left(e_{u} \wedge e_{v}\right) \cdot R\left(e_{r} \wedge e_{s}\right)$ | $R(B)=C(B)+E(B)+G(B)$ |
| $\left\{\begin{array}{l}R_{u u r s}+R_{\text {ruus }}+R_{\text {vrus }}=0 \\ R_{\text {uvrs }}=R_{r s u v}\end{array}\right\}$ | $\partial_{a} \wedge R(a \wedge b)=0$ |
| $\left\{\begin{array}{l}E_{\text {uurs }} E^{r s}{ }_{p q} C^{p q t w} E_{t w}{ }^{m n} E_{m n}{ }^{u v} \\ +E_{u v r s}^{*} E^{r s}{ }_{p q} C^{p q+w} E_{t w}{ }^{m n} E_{m n}{ }^{u v}\end{array}\right\}$ | $\partial_{B} \circ E^{4} C(B)$ |

> SPINOR
> $\phi^{\alpha \beta}$
> $-i \phi^{\alpha \beta}$
> $\psi_{\alpha \beta \gamma \delta}, \phi_{\alpha \beta \mu \nu}, \Lambda$
> $\left\{\begin{array}{c}\psi_{\dot{\beta}{ }_{\alpha}^{\dot{\alpha}}=\psi^{\alpha}{ }_{\beta}{ }^{\beta}{ }_{\alpha}} \\ \psi^{\alpha \beta \mu \nu}=\psi^{\mu v \alpha \beta}, \phi^{\dot{\alpha} \dot{\beta} \mu \nu}=\phi^{\dot{\mu} \alpha \beta}\end{array}\right\}$
> $\phi^{r s \dot{\alpha} \dot{\beta}} \phi_{\rho \sigma \dot{\alpha} \dot{\beta}} \psi^{\rho \sigma \kappa \bar{\lambda}} \phi_{\kappa \lambda \dot{\mu} \dot{\nu}} \phi_{\gamma \delta}{ }^{\mu \dot{\nu}}$
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#### Abstract

In this paper, we extend the work of Fischer-Marsden and Moncrief on the linearization stability of vacuum spacetimes to the case of vacuum Einstein equations coupled with self-gravitating scalar fields. We prove that the coupled system is linearization stable under some suitable conditions. We also prove the relation between linearization stability and the condition that spacetime admits Killing fields analogous to the work of Moncrief.


PACS numbers: 04.40. + c

In this paper, we extend the work of Fischer-Marsden ${ }^{1}$ and Moncrief ${ }^{2}$ on linearization stability of vacuum spacetimes to the case of gravity coupled with self-gravitating scalar fields. Such a system is considered by Francaviglia ${ }^{3}$ where he proved the "existence" results following FisherMarsden. ${ }^{4}$ We refer to Francaviglia ${ }^{3}$ for details regarding Lagrangian and Hamiltonian formulations of the system. The sign conventions we follow are those of Ref. 1.

The configuration space for the system is $\mathscr{M} \times \mathscr{F}$ where $\mathscr{M}$ is the space of Riemannian metrics on $M$, and $\mathscr{F}$ is the space of $C^{\infty}$ functions on $M, M$ being a three-dimensional compact orientable Riemannian manifold without boundary.

The Einstein equation is

$$
G_{\mu \nu}=\chi T_{\mu \nu}, \quad \text { where } G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}
$$

is the classical Einstein tensor and $T$ is the stress-energy tensor. In our problem, the scalar field is described by

$$
T_{\mu v}=-\beta\left(2 \phi_{, \mu} \phi_{, \nu}-g_{\mu v}\left(\phi_{, p} \phi^{, \rho}+m^{2} \phi^{2}\right)\right)
$$

$m^{2}, \beta$ being two positive constants related respectively to the mass of the field and to the choice of units. As remarked in Ref. 3, this case applies to $\pi^{0}$ mesons ( $m \neq 0$ ) and to the Brans-Dicke field. If $\beta$ is allowed to take negative values, the validity of the results can be extended to the $C$ field proposed by Hoyle-Narlikar, which is related to the so-called "steadystate universe."

In our system, the evolution equations can be derived from the variational principle
$I=\int\left[\pi^{i j}\left(\partial g_{i j} / \partial t\right)+\sigma(\partial \phi / \partial t)-N \cdot \mathscr{H}_{T}-X \cdot \mathscr{J}_{T}\right] d t$, where $\pi$ is the momentum density conjugate to $g$, $\sigma=-4 \beta \gamma \mu_{g}$ being scalar density conjugate to $\phi . \pi, \sigma$ are to be obtained by using the so-called Christodoulou-DeWitt metric defined in Ref. 3. We refer to it for details. $\mu_{\mathrm{g}}$ denotes the volume element corresponding to $g . \mathscr{H}_{T}$ is the total Ha miltonian defined by

$$
\mathscr{H}_{T}=\mathscr{H}_{G}+\mathscr{H}_{F},
$$

where

$$
\begin{equation*}
\mathscr{H}_{G}=\pi^{\prime} \cdot \pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right)^{2}-R(g), \tag{1}
\end{equation*}
$$

and

$$
\mathscr{H}_{F}=-2 \beta\left(\gamma^{2}+A(\phi)\right) \mu_{g} .
$$

The expression for $\mathscr{H}_{F}$ follows from the stress-energy tensor (cf., Ref. 3, p. 512). Here $\pi=\pi^{\prime} \otimes \mu_{\mathrm{g}}$ and $A(\phi)=\phi_{, i} \phi^{, i}+m^{2} \phi^{2}$. Lastly $\mathscr{J}_{T}$ is the moments constraint,

$$
\mathscr{J}_{T}=\mathscr{J}_{G}+\mathscr{J}_{F},
$$

where

$$
\begin{equation*}
\mathscr{J}_{G}=-2\left(\delta_{g} \pi\right)=\left.2 \pi_{i}^{j}\right|_{j}, \tag{2}
\end{equation*}
$$

and

$$
\mathscr{J}_{F}=-\sigma \phi_{, i} .
$$

The signs here follow the sign convention of the shift vector field in Ref. 1.

The constraint equations are

$$
\mathscr{H}_{T}=0 \quad \text { and } \quad \mathscr{J}_{T}=0 .
$$

The evolution equations derived from the variational principle can be written in a compact form as

$$
(\partial / \partial t)\left(\begin{array}{c}
g  \tag{3}\\
\phi \\
\pi \\
\sigma
\end{array}\right)=J \circ D \Phi^{*}(N, X)
$$

where $\Phi=\left(\mathscr{H}_{F}, \mathscr{J}_{T}\right)$ and $J$ being the antisymmetric matrix

$$
\left(\begin{array}{rr}
0 & I \\
-I & 0
\end{array}\right)
$$

$N$ is the lapse function and $X$ is the shift vector field. * denotes the adjoint operator.

$$
D \Phi *(N, X)=D \mathscr{H}_{T}^{*} \cdot N+D \mathscr{f}_{T}^{*} \cdot X .
$$

We obtain

$$
\begin{align*}
& D \mathscr{H} \mathscr{F}_{r}^{*} \cdot N \\
&= {\left[-N S_{g}(\pi, \pi)+(N \text { Eing-Hess } N-g \Delta N)^{\#} \mu_{g}\right.} \\
&+\beta N(2 \tilde{\phi}-g A(\phi)) \mu_{g}-\beta N \gamma^{2} g \mu_{g}, \\
&-4 \beta N\left(\Delta \phi+m^{2} \phi\right) \mu_{g}+4 \beta\left(\nabla N \cdot \nabla \phi^{\#}\right) \mu_{g}, \\
&\left.2 N\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right),\left(-\sigma^{\prime} N / 4 \beta\right)\right] . \tag{4}
\end{align*}
$$

See Ref. 1 for notations. In addition,

$$
\tilde{\phi} \in S_{2}(M), \quad \tilde{\phi}_{i j}=\phi_{, i} \cdot \phi_{, j}, \quad i, j=1,2,3 ; \quad \sigma=\sigma^{\prime} \otimes \mu_{g}
$$

To find $D_{\mathscr{J}_{T}^{*}}^{*} \cdot X$, we proceed as in Ref. 1 for the term $\sigma \nabla \phi$, and get
$D_{\mathscr{J}}^{T} \cdot{ }_{T}^{*} \cdot X=\left(L_{X} \pi,-L_{X} g,+L_{X} \sigma,-L_{X} \phi\right)$.
Here $\mathscr{J}_{T}=\mathscr{J}_{T}(g, \phi, \pi, \sigma)$. We write

$$
\begin{equation*}
D \mathscr{J}_{T}^{*} \cdot X=\left(L_{X} \pi, L_{X} \sigma,-L_{X} g,-L_{X} \phi\right), \tag{5}
\end{equation*}
$$

changing the order for consistency of notation. Thus evolution equations are obtained as
$\partial g / \partial t=2 N\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right)-L_{X} g$,
$\partial \pi / \partial t=N S_{g}(\pi, \pi)-[N \text { Eing-Hess } N-g \Delta N]^{\#} \mu_{g}$ $+\beta N \gamma^{2} g \mu_{g}-\beta N(2 \tilde{\phi}-g A(\phi)) \mu_{g}-L_{X} \pi$,
$\partial \phi / \partial t=-\sigma^{\prime} N / 4 \beta-L_{X} \phi$,
$\partial \sigma / \partial t=4 \beta N\left(\Delta \phi+m^{2} \phi\right) \mu_{g}-4 \beta\left(\nabla N \cdot \nabla \phi^{\#}\right) \mu_{g}-L_{X} \sigma$.

The negative signs of Lie derivatives in Eqs. (6)-(9) are due to the sign of the shift vector field in Ref. 1. We now derive conservation laws analogous to Refs. 1 and 3.

We have, for diffeomorphism $\eta$ on $M$,
$\mathscr{H}\left(\eta^{*} g, \eta^{*} \pi, \eta^{*} \phi, \eta^{*} \sigma\right)=\eta^{*} \mathscr{H}(g, \pi, \phi, \sigma)$,
and

$$
\mathscr{J}\left(\eta^{*} g, \eta^{*} \pi, \eta^{*} \phi, \eta^{*} \sigma\right)=\eta^{*} \mathscr{J}(g, \pi, \phi, \sigma) .
$$

Thus, if $\eta_{t}$ is a curve in $\mathscr{D}(M)$ with $\eta_{0}=i d$ and
$\left.(d / d t) \eta_{t}\right|_{t=0}=X$,
then
$D \mathscr{H}(g, \pi, \phi, \sigma) \cdot\left(L_{X} g, L_{X} \pi, L_{X} \phi, L_{X} \sigma\right)=L_{X} \mathscr{H}(g, \pi, \phi, \sigma)$,
$D_{\mathscr{J}}(g, \pi, \phi, \sigma) \cdot\left(L_{X} g, L_{X} \pi, L_{X} \phi, L_{X} \sigma\right)=L_{X} \mathscr{J}(g, \pi, \phi, \sigma)$.
Hence
$D \Phi(g, \pi, \phi, \sigma) \cdot\left(L_{X} g, L_{X} \pi, L_{X} \phi, L_{X} \sigma\right)=L_{X} \Phi(g, \pi, \phi, \sigma)$.
We now consider
$\frac{\partial \mathscr{H}(g, \phi, \pi, \sigma)}{\partial t}$

$$
\begin{aligned}
& =D \mathscr{H}(g, \phi, \pi, \sigma) \cdot[(\partial g / \partial t),(\partial \phi / \partial t),(\partial \pi / \partial t),(\partial \sigma / \partial t)] \\
& =D \mathscr{H} \cdot J \circ\left[D \Phi * \cdot\binom{N}{X}\right]
\end{aligned}
$$

(Change of order of variables is for convenience)
$=D \mathscr{H}\left[J \circ D \mathscr{H}(g, \phi, \pi, \sigma)^{*} \cdot N+D \mathscr{F}(\gamma, \phi, \pi, \sigma)^{*} \cdot X\right]$
$=D \mathscr{H} \cdot J \circ D \mathscr{H}^{*} \cdot N+D \mathscr{H} \cdot\left(-L_{X} g,-L_{X} \phi\right.$,

$$
\left.-L_{X} \pi,-L_{X} \sigma\right)
$$

$$
=D \mathscr{H} \cdot J o D \mathscr{H}^{*} \cdot N+D \mathscr{H} \cdot\left(-L_{X} g,-L_{X} \phi,\right.
$$

$$
\left.-L_{X} \pi,-L_{X} \sigma\right)
$$

Then

$$
\frac{\partial \mathscr{H}}{\partial t}=D \mathscr{H} \cdot J \circ D \mathscr{H}^{*} \cdot N-L_{X} \mathscr{H}(g, \phi, \pi, \sigma) .
$$

We now compute $D \mathscr{H} \cdot J \circ D \mathscr{H} * \cdot N$, as in Ref. 1:

$$
\begin{aligned}
& D \mathscr{H} \cdot J \circ D \mathscr{H} * \cdot N \\
&= D \mathscr{H}(g, \pi, \phi, \sigma) \cdot\left(D_{\pi} \mathscr{H}^{*} \cdot N,-D_{g} \mathscr{H}^{*} \cdot N,\right. \\
&\left.D_{\sigma} \mathscr{H}^{*} \cdot N,-D_{\phi} \mathscr{H}^{*} \cdot N\right) \\
&= D_{g} \mathscr{H} \cdot\left(D_{\pi} \mathscr{H}^{*} \cdot N\right)-D_{\pi} \mathscr{H}^{\prime} \cdot\left(D_{g} \mathscr{H}^{*} \cdot N\right) \\
&+D_{\phi} \mathscr{H}^{2} \cdot\left(D_{\sigma} \mathscr{H}^{*} \cdot N\right)-D_{\sigma} \mathscr{H}^{2} \cdot\left(D_{\phi} \mathscr{H}^{*} \cdot N\right),
\end{aligned}
$$

where $\mathscr{H}=\mathscr{H}_{G}+\mathscr{H}_{F}$.
Out of these,

$$
\begin{aligned}
& D_{\phi} \mathscr{H}_{G}^{*} \cdot N=0=D_{\sigma} \mathscr{H}_{G}^{*} \cdot N, \\
& D_{\phi} \mathscr{H}_{G}=0, \quad D_{\sigma} \mathscr{H}_{G}=0, \\
& D_{\pi} \mathscr{H}_{F}^{*} \cdot N=0, \quad D_{\pi} \mathscr{H}_{F}=0, \quad D_{\sigma} \mathscr{H}_{F} \neq 0 .
\end{aligned}
$$

Thus
D $\mathscr{H} \cdot J \circ D \mathscr{H}^{*} \cdot N$

$$
\begin{aligned}
= & D_{g} \mathscr{H}_{G} \cdot\left(D_{\pi} \mathscr{H}_{G}^{*} \cdot N\right)+D_{g} \mathscr{H}_{F} \cdot\left(D_{\pi} \mathscr{H}_{G}^{*} \cdot N\right) \\
& -\left[D_{\pi} \mathscr{H}_{G} \cdot D_{g} \mathscr{H}_{G}^{*} \cdot N+D_{\pi} \mathscr{H}_{G} \cdot D_{g} \mathscr{H}_{F}^{*} \cdot N\right] \\
& +D_{\phi} \mathscr{H}_{F} \cdot\left(D_{\sigma} \mathscr{H}_{F}^{*} \cdot N\right)-D_{\sigma} \mathscr{H}_{F} \cdot\left(D_{\phi} \mathscr{H}_{F}^{*} \cdot N\right),
\end{aligned}
$$

Now
$D_{g} \mathscr{H}_{F} \cdot h=-\beta \gamma^{2} g \cdot h+\beta(2 \tilde{\phi}-g A(\phi)) \cdot h$,
therefore

$$
\begin{align*}
& D_{g} \mathscr{H}_{F} \cdot\left(D_{\pi} \mathscr{H}_{G}^{*} \cdot N\right) \\
&=D_{g} \mathscr{H}_{F} \cdot\left(N \partial_{\pi} \mathscr{H}_{G}\right) \quad \text { (cf. Ref.1) } \\
&=D_{g} \mathscr{H}_{F} \cdot(-2 k \cdot N)=-2 N D_{g} \mathscr{H}_{F} \cdot k \\
&=-2 N\left[-\beta \gamma^{2} g \cdot k+\beta(2 \tilde{\phi}-g A(\phi)) \cdot k\right]  \tag{10}\\
&=2 N \beta\left[\gamma^{2} g \cdot k-2 \tilde{\phi} \cdot k+A(\phi) g \cdot k\right] . \\
& D_{\pi} \mathscr{\mathscr { H }}_{G} \cdot \omega=\partial_{\pi} \mathscr{H}_{G} \cdot \omega=-2 k \cdot \omega,
\end{align*}
$$

therefore

$$
\begin{align*}
& D_{\pi} \mathscr{H}_{G} \cdot\left(D_{g} \mathscr{H}_{G}^{*} \cdot N\right) \\
& \quad=-2 k \cdot\left[-\beta \gamma^{2} N g \mu_{g}+\beta N(2 \tilde{\phi}-g A(\phi)) \mu_{g}\right] \\
& \quad=2 N \beta\left(\gamma^{2} g \cdot k-2 \tilde{\phi} \cdot k+A(\phi) g \cdot k\right) \mu_{g} \tag{11}
\end{align*}
$$

So that

$$
\begin{gathered}
D_{g} \mathscr{H}_{F} \cdot D_{\pi} \mathscr{H}_{G}^{*} \cdot N-D_{\pi} \mathscr{H}_{G} \cdot D_{g} \mathscr{H}_{F}^{*} \cdot N=0, \\
D_{\phi} \mathscr{H}_{F} \cdot \psi=-2 \beta\left(2 m^{2} \phi \cdot \psi+2 \nabla \phi^{\#} \cdot \nabla \psi\right) \\
=-4 \beta\left(m^{2} \phi \cdot \psi+\nabla \phi^{\#} \cdot \nabla \psi\right) .
\end{gathered}
$$

$$
D_{o} \mathscr{H}_{F}^{*} \cdot N=\frac{D_{\gamma} \mathscr{H}_{F}^{*} \cdot N}{-4 \beta}=-\frac{N \sigma^{\prime}}{4 \beta}
$$

$$
\left(D_{\gamma} \mathscr{H}_{F} \cdot \epsilon=-4 \beta \gamma \cdot \epsilon \mu_{g}=\sigma \cdot \epsilon\right) .
$$

Therefore

$$
\begin{align*}
& D_{\phi} \mathscr{H}_{F} \cdot D_{\sigma} \mathscr{H}_{F}^{*} \cdot N=\left(m^{2} \phi N \sigma^{\prime}+\nabla \phi^{\#} \cdot \nabla\left(N \sigma^{\prime}\right)\right),  \tag{13}\\
& D_{\phi} \mathscr{H}_{F}^{*} \cdot N=-4 \beta N\left(\Delta \phi+m^{2} \phi\right)+4 \beta\left(\nabla N \cdot \nabla \phi^{\#}\right) .
\end{align*}
$$

Therefore

$$
\begin{align*}
& -D_{\sigma} \mathscr{H}_{F} \cdot\left(D_{\phi} \mathscr{H}_{F}^{*} \cdot N\right) \\
& \quad=-N \sigma^{\prime}\left(\Delta \phi+m^{2} \phi\right)+\sigma\left(\nabla N \cdot \nabla \phi^{\#}\right) . \tag{14}
\end{align*}
$$

Hence

$$
\begin{align*}
& D_{\phi} \mathscr{H}_{F} \cdot\left(D_{\sigma} \mathscr{H}_{F}^{*} \cdot N\right)-D_{\sigma} \mathscr{H}_{F} \cdot\left(D_{\phi} \mathscr{H}_{F}^{*} \cdot N\right) \\
&= \nabla \phi^{\#} \cdot(\nabla N) \sigma+\nabla \phi^{\#} \cdot N(\nabla \sigma) \\
&-N \sigma \Delta \phi+\sigma \nabla N \cdot \nabla \phi^{\#} \\
&=-N \sigma \cdot \Delta \phi+N \nabla \phi^{\#} \cdot \nabla \sigma+2 \sigma \cdot \nabla N \cdot \nabla \phi^{\#} . \tag{15}
\end{align*}
$$

If we calculate $\delta\left(N^{2} \mathscr{J}_{F}\right)$, we get

$$
\delta\left(N^{2} \sigma \nabla \phi^{\#}\right)=-\left.\left(N^{2} \sigma \phi^{\prime}\right)\right|_{i}
$$

Hence

$$
\begin{aligned}
\delta\left(N^{2} \mathscr{J}_{F}\right) & =+2 N \nabla N \cdot \sigma \phi^{, i}+N^{2}\left(\sigma \phi^{i}\right)_{, i} \\
& =2 N \nabla N \cdot \sigma \nabla \phi^{\#}+N^{2}\left[-\sigma \Delta \phi+\nabla \phi^{\#} \cdot \nabla \sigma\right] \\
& =N\left[2 \nabla N \cdot \sigma \nabla \phi^{\#}-N \sigma \Delta \phi+N \nabla \phi^{\#} \cdot \nabla \sigma\right] .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& D_{\phi} \mathscr{H}_{F} \cdot\left(D_{\sigma} \mathscr{H}_{F}^{*} \cdot N\right)-D_{\sigma} \mathscr{H}_{F} \cdot\left(D_{\phi} \mathscr{H}_{F}^{*} \cdot N\right) \\
& \quad=(1 / N) \delta\left(N^{2} \mathscr{J}_{F}\right) \\
& \quad=-(1 / N) \operatorname{div}\left(N^{2} \mathscr{J}_{F}\right) . \tag{16}
\end{align*}
$$

Thus combining Eqs. (12) and (16) and using results of Ref. 1 for the remaining terms in $D \mathscr{H} \cdot J \circ D \mathscr{H} * \cdot N$, we get D $\mathscr{H} \cdot J \circ D \mathscr{H}^{*} \cdot \mathrm{~N}$

$$
=-(1 / N) \operatorname{div}\left(N^{2} \mathscr{G}_{F}\right)-(1 / N) \operatorname{div}\left(N^{2} \mathscr{\mathscr { F }}_{G}\right)
$$

and hence
( $\partial \mathscr{H} / \partial t$ )
$=-(1 / N) \operatorname{div}\left(N^{2} \mathscr{J}_{F}\right)-(1 / N) \operatorname{div}\left(N^{2} \mathscr{J}_{G}\right)-L_{X} \mathscr{H}$,
or

$$
\begin{equation*}
(\partial \mathscr{H} / \partial t)+(1 / N) \operatorname{div}\left(N^{2} \mathscr{J}\right)+L_{X} \mathscr{H}=0 \tag{CI}
\end{equation*}
$$

For the evolution equation for $\mathscr{J}$, we write, for vector field $Y$, independent of $t$,

$$
\begin{aligned}
\frac{d}{d t} \int & \langle Y, \mathscr{J}(g, \phi, \pi, \sigma)\rangle \\
& =\int\langle Y,(d / d t) \mathscr{J}(g, \phi, \pi, \sigma)\rangle \\
& =\int\left\langle Y, D \not \mathscr{J}^{\prime} \cdot[(\partial g / \partial t),(\partial \phi / \partial t),(\partial \pi / \partial t),(\partial \sigma / \partial t)]\right\rangle \\
& =\int\left\langle Y, D \not \mathscr{F}^{\prime} \cdot J \circ D \Phi^{*} \cdot\binom{N}{x}\right\rangle \\
& =\int\left\langle D \Phi \cdot J^{*} \circ D_{\mathscr{J}} \mathscr{F}^{*} \cdot Y,\binom{N}{x}\right\rangle \\
& =-\int\left\langle D \Phi \cdot J \circ D \not \mathscr{J}^{*} \cdot T,\binom{Y}{x}\right\rangle \quad\left(J^{*}=-J\right) \\
& =\int\left\langle D \Phi \cdot\left(L_{Y} g, L_{Y} \phi, L_{Y} \pi, L_{Y} \sigma\right),(N, X)\right\rangle \\
& \left.=-\int Y(d N) \not \mathscr{P}-\int\left\langle Y, L_{X} \mathscr{J}\right\rangle \quad \text { (cf. Ref. } 1\right) .
\end{aligned}
$$

Thus we get

$$
\begin{equation*}
\frac{d \mathscr{J}}{d t}+L_{X} \mathscr{J}+(d N) \mathscr{H}=0 \tag{CII}
\end{equation*}
$$

This is the required evolution equation for $\mathscr{J}$. From (CI) and (CII) we get analogue of Theorem 3.1, Ref. 1.

We now prove the linearization stability of the equations:

Theorem: A solution $\left({ }^{(4)} g, \bar{\phi}\right)$ of the coupled system is linearization stable if the following conditions are satisfied:
(i) $\operatorname{tr} \pi$ is a constant multiple of the volume element on $\boldsymbol{M}$;
(ii) One of $g, \phi, \pi, \sigma$ is nontrivial or $g$ is not flat;
(iii) There are no simultaneuous symmetries of $g, \phi, \pi, \sigma$
on $M$, i.e., if $L_{X} g=0, L_{X} \phi=0, L_{X} \pi=0$ and $L_{X} \sigma=0$, then $X=0$.

Proof: As argued in Ref. 1, it is enough to show that $D \Phi^{*}$ is injective and has injective symbol. Symbol of $D \Phi^{*}$ :

$$
\left.\Sigma_{\xi}(s, V)=\|-\xi \otimes \xi+\| \xi \|^{2} g\right) \mu_{g} \cdot s+\left(\xi_{1} \pi^{1 i} \delta_{k}^{j}+\xi_{1} \pi^{1 j} \delta_{k}^{i}\right.
$$

$$
\left.\left.-\xi_{k} \pi^{i j}\right) V^{k}{ }_{,} \xi \otimes \nabla \phi \mid s \mu_{g},\left(g_{i k} \xi_{j}+g_{j k} \xi_{i}\right) V^{k}, 0\right)
$$

Thus if $\Sigma_{\xi}(s, V)=0$, then third component zero gives $V=0$. Then from the first component, we get $s=0$. Thus the symbol is injective.

We now show that $D \Phi^{*}$ is injective. Let $D \Phi^{*}(N, X)=0$. To show $N=0$ and $X=0, D \Phi^{*}(N, X)=0$ is equivalent to the following four equations:

$$
\begin{align*}
& -N S_{g}(\pi, \pi)+(N \text { Eing-Hess } N-g \Delta N)^{\#} \mu_{g} \\
& \quad+\beta N\left(2 \tilde{\phi}-g A(\phi)-\gamma^{2} g\right) \mu_{g}+L_{X} \pi=0,  \tag{17}\\
& 4 \beta N\left(\Delta \phi+m^{2} \phi\right)-4 \beta \nabla N \cdot \nabla \phi^{\#}+L_{X} \sigma=0,  \tag{18}\\
& \quad 2 N\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right)-L_{X} g=0,  \tag{19}\\
& \left(\sigma^{\prime} N / 4 \beta\right)+L_{X} \phi=0 . \tag{20}
\end{align*}
$$

Taking tr of Eq. (17) we get,

$$
\begin{aligned}
& (N / 2) \mathscr{H}_{G}+\left[-2 \Delta N+\beta N\left(2 \phi_{, i} \phi^{, i}-3 A(\phi)\right)\right. \\
& \left.\quad-3 \beta N \gamma^{2}\right] \mu_{g}+\operatorname{tr} L_{X} \pi=0
\end{aligned}
$$

But

$$
\begin{aligned}
\mathscr{H}_{T} & =\mathscr{H}_{G}+\mathscr{H}_{F} \\
& =0 \Rightarrow \mathscr{H}_{G}=-\mathscr{H}_{F}=2 \beta\left(\gamma^{2}+A(\phi)\right) \mu_{g} .
\end{aligned}
$$

Therefore

$$
(N / 2) \mathscr{H}_{G}=N \beta\left(\gamma^{2}+A(\phi)\right) \mu_{g}
$$

So the above equation becomes,

$$
\begin{align*}
& {\left[N \beta \gamma^{2}+N \beta A(\phi)-2 \Delta N+2 \beta N \phi_{, i} \phi^{, i}-3 N \beta A(\phi)\right.} \\
& \left.\quad-3 N \beta \gamma^{2}\right] \mu_{g}+\operatorname{tr} L_{X} \pi=0 . \\
& \text { Using } A(\phi)=\phi_{. i} \phi^{, i}+m^{2} \phi^{2} \text {, we get } \\
& \quad-2 \beta N \gamma^{2}-2 N \beta m^{2} \phi^{2}-2(\Delta N) \mu_{g}+\operatorname{tr} L_{X} \pi=0, \\
& \text { i.e., } \\
& \quad(\Delta N) \mu_{g}+\beta N\left(m^{2} \phi^{2}+\gamma^{2}\right)-\frac{1}{2} \operatorname{tr} L_{X} \pi=0 . \tag{21}
\end{align*}
$$

Taking tr of Eq. (19) gives

$$
-N \operatorname{tr} \pi^{\prime}+2 \delta_{g} X=0
$$

or

$$
\begin{align*}
\operatorname{div} X= & -\frac{1}{2} N \operatorname{tr} \pi^{\prime}  \tag{22}\\
\operatorname{tr}\left(L_{X} \pi\right) & =X \cdot d \operatorname{tr} \pi-\pi \cdot L_{X} g+(\operatorname{div} X)(\operatorname{tr} \pi) \\
& =-\pi \cdot L_{X} g-\frac{1}{2} N\left(\operatorname{tr} \pi^{\prime}\right)^{2}
\end{align*}
$$

from (22) and using $\operatorname{tr} \pi=$ constant. Hence (21) becomes
$\Delta N+N \beta\left(\gamma^{2}+m^{2} \phi^{2}\right)+\frac{1}{2}\left(L_{x} g\right) \cdot \pi^{\prime}+\frac{1}{4} N\left(\operatorname{tr} \pi^{\prime}\right)^{2}=0$.
From (19),

$$
\begin{aligned}
\frac{1}{2}\left(L_{x} g\right) \pi^{\prime} & =\frac{1}{2} \pi^{\prime} \cdot 2 N\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right) \\
& =N\left(\pi^{\prime} \cdot \pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right)^{2}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\frac{1}{2}\left(L_{x} g\right) \pi^{\prime}+\frac{1}{4} N\left(\operatorname{tr} \pi^{\prime}\right)^{2} & =N\left(\pi^{\prime} \cdot \pi^{\prime}-\frac{1}{4}\left(\operatorname{tr} \pi^{\prime}\right)^{2}\right) \\
& =N\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right) \cdot\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi^{\prime}\right) g\right) .
\end{aligned}
$$

Thus we get finally
$\Delta N\left[\left(\pi^{\prime}-\frac{1}{2}\left(\operatorname{tr} \pi \pi^{\prime}\right) g\right) \cdot\left(\pi^{\prime}-\frac{1}{2}\left(\mathbf{t r} \pi^{\prime}\right) g\right)+\beta\left(\gamma^{2}+m^{2} \phi^{2}\right)\right] N=0$.
Now, since $\beta$ is positive, the coefficient of $N$ is positive definite and we get $N$ is constant. Then we get $N=0$ if one of $\pi$, $\sigma, \phi$ is nonzero.

If $\pi, \sigma, \phi$ are all identically zero, then $\mathscr{H}=0$ gives $R=0$ and (17) gives (since $N$ is constant)

$$
N R^{i j}-\frac{1}{2} N g^{i j} \cdot R=0 \Rightarrow N R^{i j}=0 .
$$

Then ( $g$ is not flat $\left.\Longleftrightarrow R^{i j} \neq 0\right) \Rightarrow N=0$.
Thus condition (ii) forces $N$ to be zero. Now, $N=0$ gives using Eqs. (17)-(20),

$$
L_{X} \pi=0, \quad L_{X} \sigma=0, \quad L_{X} g=0, \quad L_{X} \phi=0
$$

Then condition (iii) and above equations imply that $X=0$. $D \Phi^{*}$ is thus injective. Linearization stability is thus proved.

Moncrief's Condition: We now wish to prove the following theorem:

Theorem: (Analogue of Th. 5.5, Ref. 1): Let $\left({ }^{(4)} g, \bar{\phi}\right)$ be a solution to the field equations $\operatorname{Ein}\left({ }^{(4)} g\right)=T$. Let $\Sigma_{0}=i_{0}(M)$ be a compact Cauchy hypersurface with induced metric $g_{0}$, scalar function $\phi_{0}$ and canonical conjugate quantities $\pi_{0}, \sigma_{0}$. $\left.\phi_{0}=i_{0}^{*} \bar{\phi}\right)$. Then $\operatorname{Ker} D \Phi\left(g_{0}, \phi_{0}, \pi_{0}, \sigma_{0}\right)^{*}$ is isomorphic to the space of simultaneous Killing vector fields of ${ }^{(4)} g$ and $\bar{\phi}$.
$\operatorname{Infact}\left(Y_{1},-Y_{\|}\right) \in \operatorname{Ker} D \Phi\left(g_{0}, \phi_{0}, \pi_{0}, \sigma_{0}\right) *$ iff there exists a simultaneous Killing vector field ${ }^{(4)} Y$ of $\left({ }^{(4)} \mathrm{g}, \bar{\phi}\right)$ whose normal and tangential components to $\Sigma_{0}$ are $Y_{1}$ and $Y_{\|}$.
$\bar{\phi}$ is a function on $V_{4}$ appearing in $T_{\mu \nu}$.
Proof (analogous to that in Ref. 1): Necessary condition: Let $F$, be the flow of ${ }^{(4)} Y$. For $t$ in a neighbourhood of 0 , $i_{t}=F_{t} \circ i_{0}$ is a well-defined one-parameter family of spacelike embeddings with generator ${ }^{(4)} Y_{t}={ }^{(4)} Y \circ i_{1}$. Let $\left(Y_{1}(t)\right.$, $\left.Y_{\|}(t)\right)$ be the normal and tangential components of ${ }^{(4)} Y_{t}$. Let $(g(t), \pi(t), \phi(t), \sigma(t))$ be the usual quantities with their conjugates induced on $\Sigma_{t}$ by ( $\left.{ }^{(4)} g, \bar{\phi}\right)$. For a family of embeddings given by $i_{t}=F_{1} \circ i_{0}$, this will be the same as metrics, scalar functions and their conjugates induced on $\Sigma_{0}$ by $F_{t}^{*(4)} g$ and $F_{t}^{*} \bar{\phi}$.

Since ${ }^{(4)} Y$ is a Killing vector field of ${ }^{(4)} g$ and $\bar{\phi}, F_{i}^{*(4)} g$ $={ }^{(4)} g$ and $F_{t}^{*} \bar{\phi}=\bar{\phi}, \operatorname{sog} g(t)=g_{0}, \pi(t)=\pi_{0}, \phi(t)=\phi_{0}$ and $\sigma(t)=\sigma_{0}, \forall t$. Hence by the adjoint form of the evolution equations,

$$
\begin{aligned}
0 & =\left(\begin{array}{l}
\partial g / \partial t \\
\partial \pi / \partial t \\
\partial \phi / \partial t \\
\partial \sigma / \partial t
\end{array}\right) \\
& =J \circ D \Phi\left((g(t), \pi(t), \phi(t), \sigma(t))^{*}\binom{Y_{1}(t)}{-Y_{\| i}(t)}\right.
\end{aligned}
$$

Evaluating at $t=0$, we get $\left(Y_{1},-Y_{\|}\right) \in \operatorname{Ker} D \Phi^{*}$. Sufficient condition: For sufficiency, we require the following analogue of Proposition 4.7, Ref. 1, whose proof can be easily extended in our case:

Proposition: Let ${ }^{(4)} \mathrm{Y}$ be a vector field on $V_{4}$ with flow $F_{\text {: }}$ and let $i_{t}=F_{t} \circ_{i_{0}}$. Let ${ }^{(4)} h=L_{(4) \cdot v}{ }^{(4)} g_{0}$ and $\bar{\psi}=L_{(4),} \bar{\phi}$. Let $g(t)$, $\pi(t), \phi(t), \sigma(t)$ be the usual quantities on $\Sigma_{t}=i_{t}(M)$ andlet $(h(t), \omega(t), \psi(t), \tau(t))$ betheinfinitesimaldeformationsof $(g, \pi, \phi, \sigma)$ induced on $\Sigma_{t}$ by ${ }^{(4)} h$ and $\bar{\psi}$.

Then
$\left(\begin{array}{l}h(t) \\ \omega(t) \\ \psi(t) \\ \tau(t)\end{array}\right)$

$$
=J \circ D \Phi(g(t), \pi(t), \phi(t), \sigma(t))^{*}\binom{Y(t)}{Y_{\mathrm{shift}}(t)} .
$$

Proof of sufficiency: Let $\left(Y_{1},-Y_{\|}\right) \in \operatorname{Ker} D \Phi^{*}$. We wish to extend $\left(Y_{1},-Y_{\|}\right)$to a simultaneous Killing field ${ }^{(4)} Y$.
Choose a slicing $i_{i}$ and let $N_{i}, X_{i}$ be its lapse and shift. To define $Y_{1}$ and $Y_{\|}$, take the perp-perp and perp-parallel projections of Killing equations $L_{(4) \mid,}{ }^{(4)} g=0$ and let $Y_{\perp}$ and $Y_{\|}$ be subjected to the condition

$$
L_{Y_{1}}{ }^{(4)} z \bar{\phi}=L_{T_{i} \cdot X_{\text {thisit }}} \bar{\phi}
$$

i.e.,

$$
L_{(4)} \bar{\phi}=0 .
$$

This gives
$\left(\partial Y_{\perp} / \partial_{t}\right)+L_{X} Y_{1}+L_{Y_{i}} N=0$,
$-\left(\partial Y_{\|} / \partial t\right)-L_{X} Y_{\|}+N \operatorname{grad} Y_{\perp}-Y_{\perp} \operatorname{grad} N=0$,
subjected to $L_{(4),}, \bar{\phi}=0$. For given $N(t, x), X(t, x)$ and initial conditions ( $Y_{\perp}, Y_{\|}$) together with the additional constraint, these equations define a unique $Y_{1}, Y_{\|}$on $V_{4}$ with the given initial conditions. Thus we get a vector field ${ }^{(4)} Y$ on $V_{4}$ with these normal and tangential components on each hypersurface and satisfying $L_{(4),} \bar{\phi}=0=\bar{\psi}$ (say). Let $(h(t), \omega(t), \psi(t), \tau(t), U(t), V(t))$ be the induced deformations of $(g, \pi, \phi, \sigma, N, X)$. By construction, $(4)_{h_{11}}=0,(4)_{n_{:| |}}=0$.

Hence

$$
U(t)=\frac{1}{2} N(t)^{(4} h_{11}(t)=0
$$

and

$$
V(t)=N(t)^{(4} h_{\perp \|}(t)=0 .
$$

Thus $(h(t), \omega(t), \psi(t), \tau(t))$ satisfies the linear system

$$
(\partial / \partial t)\left(\begin{array}{c}
h \\
\omega \\
\psi \\
\tau
\end{array}\right)=J \circ D\left[D \Phi *\binom{N}{X}\right]\left(\begin{array}{c}
h \\
\omega \\
\psi \\
\tau
\end{array}\right)
$$

Hence, by the above proposition, on $\Sigma_{0}$,

$$
\left(\begin{array}{c}
h(0) \\
\omega(0) \\
\psi(0) \\
\tau(0)
\end{array}\right)=J \circ D \Phi *\binom{Y_{1}(0)}{Y_{\|}(0)}=0 .
$$

Thus $(h(t), \omega(t), \psi(t), \tau(t))=(0,0,0,0) \forall t$. Hence, since $h(t)=0, h_{1 \perp}(t)=0$, and $h_{1 \|}(t)=0,{ }^{(4)} h=0$, and $\bar{\psi}=0$, by construction. Thus ${ }^{(4)} Y$ is a simultaneous Killing field as required.

It also follows that the dimension of $\operatorname{Ker} D \Phi^{*}$ is equal to the number of linearly independent nontrivial simultaneous Killing fields of (4) $g$ and $\bar{\phi}$.

Remarks: (1) Since our evolution equations are in the adjoint form, we can prove Moncrief's splitting ${ }^{5}$ as given in Ref. 1, Theorem 6.1, in our case also.
(2) We hope that the results regarding linearization stability can be proved in the noncompact case. The procedure to be followed may be similar to that in Ref. 6 due to some technical difficulties as explained there.
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#### Abstract

Jensen's inequality is applied to the canonical partition function of a self-gravitating system to determine the best independent particle potential. The inequality allows the stability to be analyzed very easily. We recover the results of Lynden-Bell and Wood for the onset of an instability in an isothermal sphere in a heat bath. Our eigenvalue analysis leads to results very similar to those of Horwitz and Katz, but we differ in the description of the $l=1$ perturbation.


PACS numbers: 05.20. - y, 04.20. -q

## I. INTRODUCTION

In a series of papers Horwitz and Katz ${ }^{1-3}$ have analyzed the statistical mechanics of a self-gravitating system by approximately evaluating the various partition functions. Their procedure involves replacing the Boltzmann factor by its representation as a functional integral. They evaluate the resulting multiple integral by a saddle point method. The necessary condition for the stationary point is that the particles move independently in the mean field. The requirement that the stationary point gives a maximum can be made the basis of a stability analysis. In this way they recovered and extended the results of Lynden-Bell and Wood. ${ }^{4}$

We show, in this paper, that the results found by Horwitz and Katz for the canonical partition function can be obtained very easily by applying Jensen's inequality ${ }^{5}$ to the configurational integral.

## II. A VARIATIONAL METHOD

We work with the canonical partition function $Z$ and assume that the potential is of such a form that $Z$ exists. A discussion of these assumptions is given by Ipser ${ }^{6}$ and by Horwitz and $\mathrm{Katz}^{2}$. $Z$ is defined for $N$ equal particles by

$$
\begin{equation*}
Z=\frac{1}{N!} \int e^{-\beta E} d \Omega, \quad \beta=\frac{1}{k T} \tag{1}
\end{equation*}
$$

where quantum factors have been omitted because they are unimportant for the systems we consider. Performing the integration over momenta, and defining $d \Omega_{s}$ to be the spatial part of the phase space volume element, we find

$$
\begin{equation*}
Z=(2 \pi m k T)^{3 N / 2} Q \tag{2}
\end{equation*}
$$

where the mass of each particle is $m$ and $Q$, the configurational integral, is defined by

$$
\begin{equation*}
Q=\frac{1}{N!} \int e^{-\beta V} d \Omega_{s} \tag{3}
\end{equation*}
$$

and $V$ is the potential energy. In practice, $V$ is usually too complicated to allow $Q$ to be evaluated. To estimate $Q$ we suppose that we have a reference system of $N$ particles with the same mass as before, but with a potential energy $U$ which allows the configurational integral to be evaluated. Now write Eq. (3) as

$$
\begin{equation*}
Q=\frac{1}{N!} \int e^{-\beta U} \cdot e^{-\beta(V-U)} d \Omega_{s} \tag{4}
\end{equation*}
$$

and regard Eq. (4) as defining, apart from a constant multiplier, the average of $\exp [-\beta(V-U)]$ with a probability density $\exp (-\beta U)$. Since the exponential is a convex function, Jensen's inequality can be applied, and we find

$$
\begin{equation*}
Q \geqslant I=\frac{1}{N!} \int e^{-\beta U} d \Omega_{s} \cdot \exp (-\beta\langle V-U\rangle) \tag{5}
\end{equation*}
$$

where < > denotes an average using the probability density $\exp (-\beta U)$. Denoting the Helmholtz free energy calculated using the potential $U$ by $A(U)$, Eq. (5) is equivalent to

$$
A(V) \leqslant A(U)+\langle V-U\rangle
$$

If we choose the functional form of $U$ with arbitrary parameters, these parameters can be chosen by adjusting them to make the right hand side of Eq. (5) a maximum ${ }^{7}$. A better procedure is to use Eq. (5) to choose the functional form. In particular, if $U$ is a sum of independent particle potentials, then the stationary point of the functional $I$ should give the best potential provided that $I$ is then a maximum. If it is not a maximum, then in the neighborhood of the independent particle potential another potential exists which will give a better estimate of $Q$ and a lower free energy. The system will then move away from the configuration defined by the stationary point of $I$.

The exact Hamiltonian of the system is

$$
\begin{equation*}
H=\sum_{j=1}^{N} \frac{p_{j}^{2}}{2 m}+\frac{1}{2} \sum_{i=1}^{N} \sum_{i j=i}^{N} F\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right) \tag{6}
\end{equation*}
$$

where $F$ is a long range pair interaction. In order for $Z$ to be well defined we assume, with Horwitz and Katz, that the system is enclosed within a sphere and the singularity at short range is smoothed out. Because $F$ is long range we expect that the time averaged dynamics of a given particle is very closely approximated by its motion in a mean field. We therefore approximate $H$ by

$$
\begin{equation*}
H^{\prime}=\sum_{j=1}^{N} \frac{p_{j}^{2}}{2 m}+\sum_{j=1}^{N} \phi\left(\mathbf{r}_{j}\right) \tag{7}
\end{equation*}
$$

so that

$$
\begin{equation*}
U=\sum_{j=1}^{N} \phi\left(\mathbf{r}_{j}\right) \tag{8}
\end{equation*}
$$

To find the stationary value of $I$ we replace $U$ by $U+\delta U$ and expand to first order. The first order change in $I$
is given by

$$
\begin{equation*}
(\delta I / I)=\beta \int e^{-\beta U} \delta U[\langle V-U\rangle-(V-U)] d \Omega_{\mathrm{s}} . \tag{9}
\end{equation*}
$$

The necessary condition for $I$ to be a maximum is that $\delta I=0$ for arbitrary $\delta U$. It is convenient to set

$$
\begin{equation*}
\delta U=\sum_{j=1}^{N} \delta \phi\left(\mathbf{r}_{j}\right), \tag{10}
\end{equation*}
$$

where $\delta \phi$ is arbitrary. Substituting Eq. (10) into Eq. (9) we find that $\delta I=0$ implies

$$
\begin{equation*}
\int e^{-\beta \phi} \delta \phi \Gamma d \tau=0 \tag{11}
\end{equation*}
$$

where $d \tau$ is the ordinary volume element,
$\Gamma=$
$N \zeta^{N-1}\left\{\langle V-U\rangle-\frac{N-1}{\zeta} \int \exp \left(-\beta \phi^{\prime}\right) F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d \tau^{\prime}\right.$
$\left.-\frac{(N-1)(N-2)}{2 \zeta} \iint \exp \left[-\beta\left(\phi+\phi^{\prime}\right)\right] F\left(\mid \mathbf{r}-\mathbf{r}^{\prime}\right)\right) d \tau d \tau^{\prime}$
$\left.+\phi(\mathbf{r})+\frac{(N-1)}{\zeta} \int \phi \exp (-\beta \phi) d \tau^{\prime}\right\}$,
and

$$
\begin{equation*}
\zeta=\int e^{-\beta \phi} d \tau, \phi \equiv \phi(\mathbf{r}), \text { and } \phi^{\prime} \equiv \phi\left(\mathbf{r}^{\prime}\right) \tag{13}
\end{equation*}
$$

Since $\delta \phi$ is arbitrary, the variational principle requires $\Gamma=0$. This equation is satisfied by choosing

$$
\begin{equation*}
\phi(\mathbf{r})=\frac{N-1}{\zeta} \int e^{-\beta \phi\left(\mathbf{r}^{\prime}\right)} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d \tau^{\prime} \tag{14}
\end{equation*}
$$

Equation (14) for $\phi(r)$ is the canonical average of the pair interaction at $\mathbf{r}$ due to the other $(N-1)$ particles. For a pure gravitational interaction Eq. (14) is equivalent to

$$
\begin{equation*}
\nabla^{2} \phi=4 \pi G m^{2}(N-1) e^{-\beta \phi} / \zeta \tag{15}
\end{equation*}
$$

If we anticipate that the number density $n(r)$ is

$$
\begin{equation*}
n(\mathbf{r})=N e^{-\beta_{\phi}} / 5, \tag{16}
\end{equation*}
$$

we find

$$
\begin{equation*}
\nabla^{2} \phi=4 \pi G \frac{(N-1)}{N} m^{2} n(\mathbf{r}) \tag{17}
\end{equation*}
$$

Apart from the factor $(N-1) / N$ which is very close to 1 for the systems we consider, Eq. (17) shows that $\phi / m$ is the Emden potential. The variational principle therefore establishes that the Emden potential is the best independent particle potential (in the thermodynamic sense) for a self-gravitating system.

## III. STABILITY

The stability of the system is determined by the second order variation of $I$, which is easily shown to be

$$
\begin{align*}
& \frac{1}{2} \beta^{2} \exp (-\beta\langle V-U)) 5^{N}\left[\langle\delta U\rangle^{2}-\left\langle(\delta U)^{2}\right\rangle+\beta\right. \\
& \left.\quad \times\left\{\left\langle(\delta U)^{2}\right\rangle\langle V-U\rangle-\left\langle(\delta U)^{2}(V-U)\right\rangle\right\}\right] . \tag{18}
\end{align*}
$$

The multiplying factor is always positive so the sign of the second variation is determined by

$$
\begin{align*}
L= & \langle\delta U\rangle^{2}-\left\langle(\delta U)^{2}\right\rangle+\beta\left\{\left\langle(\delta U)^{2}\right\rangle\langle V-U\rangle\right. \\
& \left.-\left\langle(\delta U)^{2}(V-U)\right)\right\} \tag{19}
\end{align*}
$$

As before we take $\delta U=\sum_{j=1}^{N} \delta \phi\left(\mathbf{r}_{j}\right)$ and the averages in Eq. (19) reduce to integrations over ordinary volume. The resulting algebra can be reduced by expressing integrals as derivatives according to

$$
\begin{equation*}
\left\langle(\delta U)^{2}(V-U)\right\rangle=\frac{\partial^{2}}{\partial \alpha^{2}}\left\langle e^{-\alpha \delta U}(V-U)\right\rangle, \tag{20}
\end{equation*}
$$

and noting that if

$$
\begin{equation*}
f(\alpha)=\left(\int e^{-\beta \phi-\alpha \delta \phi} d \tau\right)^{N} \tag{21}
\end{equation*}
$$

then

$$
f(0)=\zeta^{N}, \quad f^{\prime}(0)=-N \zeta^{N}\langle\delta \phi\rangle
$$

and

$$
\begin{equation*}
f^{\prime \prime}(0)=\zeta^{N}\left[N\left\langle(\delta \phi)^{2}\right\rangle+N(N-1)\langle\delta \phi\rangle^{2}\right] \tag{22}
\end{equation*}
$$

The final expression for Eq. (19) can be written

$$
\begin{align*}
\frac{L}{N}= & \langle\delta \phi\rangle^{2}-\left\langle(\delta \phi)^{2}\right\rangle-\beta\left[\langle\delta \phi\rangle\langle\delta \phi\rangle^{2}\right. \\
& \left.-2\langle\delta \phi\rangle\langle\phi \delta \phi\rangle+(N-1)\left\langle\delta \phi \delta \phi^{\prime} F_{r^{\prime}}\right\rangle\right] \tag{23}
\end{align*}
$$

where () now denotes an average over the ordinary volume where $\rangle$ now denotes an average over the ordinary volume with probability density $\propto \exp (-\beta \phi)$ and

$$
\begin{equation*}
\left\langle\delta \phi \delta \phi^{\prime} F_{r r^{\prime}}\right\rangle \equiv \iint e^{-\beta \phi-\beta \phi^{\prime}} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d \tau d \tau^{\prime} / \zeta^{2} \tag{24}
\end{equation*}
$$

Finally we note that if

$$
\begin{equation*}
q=\delta \phi-\langle\delta \phi\rangle, \tag{25}
\end{equation*}
$$

then Eq. (23) can be written

$$
\begin{equation*}
(L / N)=-\left\langle q^{2}\right\rangle-\beta(N-1)\left\langle q q^{\prime} F_{r r^{\prime}}\right\rangle, \tag{26}
\end{equation*}
$$

using Eq. (14).
If $L<0, I$ is a maximum and the system will be stable. If $L>0$, the system will be unstable. In order to establish the point of instability it is convenient to turn to the associated eigenvalue problem.

## IV. THE EIGENVALUE PROBLEM FOR SPHERICAL VARIATIONS

The right-hand side of Eq. (26) when written in full for gravitational interaction becomes

$$
\begin{equation*}
-\frac{1}{\zeta} \int e^{-\beta \phi} q\left[q-\frac{\beta(N-1) G m^{2}}{\zeta} \int \frac{e^{-\beta \phi^{\prime}} q\left(\mathbf{r}^{\prime}\right) d \tau^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right] d \tau \tag{27}
\end{equation*}
$$

We now specialize to purely spherical variations so that $q$ is a function of $r$ alone. Equation (27) suggests that we consider the eigenvalue problem:

$$
\begin{align*}
q_{k}(r) & -\beta(N-1) \frac{G m^{2}}{\zeta} \int \frac{e^{-\beta \phi^{\prime}} q_{k}\left(r^{\prime}\right) d \tau^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& -\frac{\lambda_{k}}{4 \pi} \int \frac{e^{-\beta \phi^{\prime}} q_{k}\left(r^{\prime}\right) d \tau^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=C_{k} \tag{28}
\end{align*}
$$

where $\lambda_{k}$ is an eigenvalue and $C_{k}$ is a constant which can be chosen to allow us to satisfy one of the conditions on $q$. The integral equation (28) is equivalent to

$$
\begin{equation*}
\nabla^{2} q_{k}+\left[\frac{4 \pi \beta(N-1) G m^{2}}{\zeta}+\lambda_{k}\right] e^{-\beta \phi} q_{k}=0 \tag{29}
\end{equation*}
$$

which is the differential equation examined by Horwitz and Katz ${ }^{1}$, and applied by them to the Grand canonical ensemble using different boundary conditions. The equation Horwitz and $\mathrm{Katz}^{2}$ use to determine the stability of the canonical ensemble is a different, more complicated equation; the equation we use is simpler because we work with $q=\delta \phi-\langle\delta \phi\rangle$.

We wish to expand $q$ according to

$$
\begin{equation*}
q=\sum_{k=1}^{\infty} a_{k} q_{k}(r) \tag{30}
\end{equation*}
$$

but since $\langle q\rangle=0$ we require $\left\langle q_{k}\right\rangle=0$. From Eq. (29) we find

$$
\begin{align*}
\left\langle q_{k}\right\rangle & =\frac{1}{\zeta} \int e^{-\beta \phi} q_{k}(r) d \tau \\
& =\frac{4 \pi}{A_{k}}\left(\frac{d q_{k}}{d r}\right)_{B} r_{B}^{2} \tag{31}
\end{align*}
$$

where $r_{B}$ is the outer boundary of the sphere containing the particles and

$$
\begin{equation*}
A_{k}=4 \pi \beta(N-1) G m^{2}+\lambda_{k} \xi \tag{32}
\end{equation*}
$$

We therefore require $\left(d q_{k} / d r\right)_{B}=0$. In order for Eq. (28) to be consistent with this result we require $C_{k}$
$=\left[d\left(r q_{k}\right) / d r\right]_{B}$, as may be easily seen by evaluating the integrals for $r=r_{B}$. It is convenient to work in terms of $X_{k}=r q_{k}$ so that the eigenvalue equation (29) becomes

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} X_{k}+\left[\frac{4 \pi \beta(N-1) G m^{2}}{\zeta}+\lambda_{k}\right] e^{-\beta \phi} X_{k}=0 \tag{33}
\end{equation*}
$$

with boundary conditions

$$
\begin{align*}
& q_{k}(0) \text { finite } \Rightarrow X_{k}(0)=0  \tag{34}\\
& \left(\frac{d q_{k}}{d r}\right)_{B}=0 \Rightarrow r_{B}\left(\frac{d X_{k}}{d r}\right)_{B}-\left(X_{k}\right)_{B}=0
\end{align*}
$$

The boundary condition on $q_{k}$ at $r=r_{B}$ has the further significance that since mass is conserved a spherically symmetric perturbation cannot change the external potential gradient. Therefore, at the boundary, the gradient of $q$ must vanish and this is just the second of Eqs. (34).

Expanding $q$ as in Eq. (30), substituting into Eq. (27), and using Eq. (28), we find Eq. (27) becomes

$$
\begin{equation*}
-\frac{1}{\zeta} \sum_{k} \sum_{l} a_{k} a_{i} \frac{\lambda_{k}}{4 \pi} \iint \frac{e^{-\beta \phi} q_{k} q_{l}^{\prime} e^{-\beta \phi^{\prime}}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \tau d \tau^{\prime} \tag{35}
\end{equation*}
$$

the constant $C_{k}$ gives no contribution because $\langle q\rangle=0$.
From Eq. (28) and the equivalent integral equation with $k$ replaced by $l$ we deduce

$$
\begin{equation*}
\iint \frac{e^{-\beta \phi-\beta \phi^{\prime}} q_{k} q_{i}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \tau d \tau^{\prime}=I_{k} \delta_{k l} \tag{36}
\end{equation*}
$$

which may easily be shown to be equivalent to the orthogon-
ality condition deduced from Eq. (29). Using Eqs. (32) and (35) the expression for $L$ in Sec. HI becomes

$$
\begin{equation*}
\frac{L}{N}=-\frac{1}{4 \pi \zeta} \sum \lambda_{k} I_{k} a_{k}^{2} \tag{37}
\end{equation*}
$$

Since $I_{k}$ and $a_{k}^{2}$ are both positive, $L>0$ only occurs when an eigenvalue becomes negative. Because of the form of Eq. (33) the eigenvalues are discrete and they can be ordered. The first to change sign is the lowest. Transforming to Emden variables we find $\lambda_{1}$ changes sign when the density contrast between center and boundary is 32.12 . This is the now classical instability associated with a self-gravitating system in a heat bath. It is equivalent to $C_{v}$ changing sign through infinity. The second eigenvalue changes sign at a density contrast of 5221.5 where $C_{v}$ again changes sign through infinity and so on for the other eigenvalues.

## V. THE EIGENVALUE PROBLEM FOR NONSPHERICAL VARIATIONS

When the variation is not spherically symmetric we expand in eigenfunctions

$$
q_{\mathbf{k}} \equiv q_{k l m}=(1 / r) f_{k l}(r) Y_{l m}(\theta, \phi)
$$

where $Y_{l m}$ is a spherical harmonic. If $l \geqslant 1$, then the condition $\left\langle q_{k l m}\right\rangle=0$ is automatically satisfied. The eigenvalue equation (29) becomes

$$
\begin{align*}
& \frac{d^{2}}{d r^{2}}\left(f_{k l}\right)-\frac{l(l+1)}{r^{2}} f_{k l}+\left[\frac{4 \pi \beta(N-1) G m^{2}}{\xi}+\lambda_{k l}\right] \\
& \times e^{-\beta \phi} f_{k l}=0 \tag{39}
\end{align*}
$$

The boundary conditions are that $q_{k}$ is bounded at $r=0$, and matches a solution of Laplaces equation at $r=r_{B}$ which vanishes as $r \rightarrow \infty$, and has the same angular dependence as $q_{\mathrm{k}}$. These conditions are equivalent to

$$
\begin{equation*}
f_{k l}(0) \text { and } \frac{d f}{d r_{B}}=-\frac{l f_{k l}}{r_{B}} \text { at } r=r_{B}, \quad l \geqslant 1 \tag{40}
\end{equation*}
$$

If $l \geqslant 2$, it can be shown from the solution to the Emden equation that

$$
\begin{equation*}
\frac{l(l+1)}{r^{2}}>4 \pi \beta(N-1) G m^{2} e^{-\beta \phi} / \xi \tag{41}
\end{equation*}
$$

Equation (39) can then be written (we omit the subscripts for convenience)

$$
\begin{equation*}
\frac{d^{2} f}{d r^{2}}-W f+\lambda P f=0 \tag{42}
\end{equation*}
$$

where $W$ and $P$ are $>0$ for $l \geqslant 2$. Multiplying Eq. (42) by $f$, and integrating over $r$, shows that

$$
\begin{align*}
\lambda=[ & \left.\int_{0}^{r_{B}} W f^{2} d r+\int_{0}^{r_{B}}\left(\frac{d f}{d r}\right)^{2} d r-f\left(r_{B}\right) \frac{d f}{d r_{B}}\right] / \\
& \int_{0}^{r_{B}} P f^{2} d r \tag{43}
\end{align*}
$$

The boundary condition (40) now allows us to conclude from Eq. (43) that

$$
\begin{equation*}
\lambda_{k l}>0 \text { for } l \geqslant 2 \tag{44}
\end{equation*}
$$

The integral equation from which Eq. (39) has been deduced is Eq. (28) with $C_{k}=0$. Substitution into Eq. (27) shows that

$$
\begin{equation*}
\frac{L}{N}=-\frac{1}{\zeta} \sum_{k, l} a_{k l}^{2} \lambda_{k l} I_{k l} \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{k l}=\iint q_{\mathbf{k}}(\mathbf{r}) q_{\mathbf{k}}\left(\mathbf{r}^{\prime}\right) \frac{\exp (-\beta \phi)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \tau d \tau^{\prime} \tag{46}
\end{equation*}
$$

The system is therefore stable to any nonspherical perturbation with $l \geqslant 2$. This result agrees with that found by Horwitz and $\mathrm{Katz}^{2}$. For the case $l=1$ numerical solution of the eigenvalue problem shows that the system is stable. This result may in fact be established directly by observing that, with an appropriate coefficient of proportionality, the boundary condition at $r=0$ and Eq. (39) with $\lambda=0$ are satisfied by

$$
f_{11} \propto r d \phi / d r
$$

The outer boundary condition is never satisfied for a finite density ratio and we conclude that there is no solution with $\lambda=0$. Since for density ratios close to 1 the system is stable, it remains stable. This result disagrees with that of Horwitz and Katz, because they use a boundary condition which we believe to be incorrect and find that the $l=1$ mode is unstable. Since this mode is equivalent to the displacement of the center of mass, Horwitz and Katz remove the instability by fixing the center of mass. Our result shows that this device is unnecessary.

## VI. RELATIONSHIP TO THE HELMHOLTZ FREE ENERGY

The canonical partition function is intimately related to the Helmholtz free energy because it represents a system of fixed volume in a heat bath. For such systems, if fluctuations about the temperature $T_{0}$ of the heat bath are considered, the stability of the system is determined by whether or not the activity

$$
\begin{equation*}
A=U-T_{0} S \tag{47}
\end{equation*}
$$

is a minimum. In Eq. (47), $U$ is the internal energy and $S$ the entropy of the system of interest evaluated at the temperature $T$ of the system. When $T=T_{0}$ the activity is just the Helmholtz free energy. The change of $A$ with time for a viscous fluid with coefficient of thermal conductivity $\kappa$ is

$$
\begin{align*}
\frac{d A}{d t} & =\frac{d}{d t}\left\{\frac{1}{2} \int P\left(\frac{1}{\gamma-1}\left(\frac{T^{\prime}}{T}\right)^{2}+\left(\frac{\rho^{\prime}}{\rho}\right)^{2}\right) d \tau\right. \\
& \left.+\frac{1}{2} \int \rho u^{2} d \tau-\frac{G}{2} \iint \frac{\rho^{\prime}(\mathbf{r}) \rho^{\prime}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \tau d \tau^{\prime}\right\} \tag{48}
\end{align*}
$$

where $F^{\prime}$ denotes the perturbation to the zero order quantity $F, P$ is the pressure, $\rho$ the density, $G$ is the gravitational constant, $\gamma$ the adiabatic index, $u$ the velocity, and the integrations are over volume. We can therefore identify the quadratic terms in $A$ produced by a perturbation away from equilibrium as being

$$
\begin{align*}
\delta^{2} A & =\frac{1}{2} \int P\left[\frac{1}{\gamma-1}\left(\frac{T^{\prime}}{T}\right)^{2}+\left(\frac{\rho^{\prime}}{\rho}\right)^{2}\right] d \tau \\
& -\frac{G}{2} \iint \frac{\rho^{\prime}(\mathbf{r}) \rho^{\prime}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \tau d \tau^{\prime}+\frac{1}{2} \int \rho u^{2} d \tau \tag{49}
\end{align*}
$$

Assume now that we make a static perturbation with $T$ constant. In Eq. (49) we set $T^{\prime}=0=\mathbf{u}$. Noting that

$$
\begin{equation*}
\rho(\mathbf{r})=M \frac{(N-1)}{N} \frac{e^{-\beta \phi}}{\int e^{-\beta r} d r} \tag{50}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\delta \rho^{\prime}}{\rho}=-\beta(\delta \phi-\langle\delta \phi\rangle) \tag{51}
\end{equation*}
$$

we find

$$
\begin{equation*}
\delta^{2} A=-L / 2 \tag{52}
\end{equation*}
$$

where $L$ is defined by Eq. (26). The stability condition determined from the variational principle is therefore equivalent to requiring that the activity is a minimum. The statistical mechanical criteria is therefore identical to the thermodynamic criteria. If we construct the Lynden-Bell and Wood ${ }^{4}$ activity for $T=T_{0}$ (so that $A \equiv$ Helmholtz free energy) and perturb it, we find, as expected, that it is equal to $-L / 2$.

## VII. DISCUSSION AND CONCLUSIONS

A full account of the instabilities in a self-gravitating system placed in a heat bath is contained in the analysis of Lynden-Bell and Wood ${ }^{4}$ and Horwitz and Katz. ${ }^{2}$ Our results show that the description of the canonical ensemble from the statistical mechanical point of view does not require the complicated procedure used by Horwitz and Katz. Their analysis resembles ours in that it involves a search for a maximum of an integral. It differs from ours because they first make a transformation to a functional integral which greatly complicates the analysis of the canonical ensemble.

It is not clear why Horwitz and Katz do not use the boundary conditions (40) for the nonspherical perturbations. All potential perturbations are obliged to match a solution of the Laplace equation which vanishes at infinity. For the modes $l \geqslant 2$ the Horwitz-Katz boundary condition does not affect the result. However, for the $l=1$ mode they predict an instability when the density ratio is 32.1 , whereas we find the system is unconditionally stable for this perturbation.

The advantage of the procedure used by Horwitz and Katz is that it is general, and can therefore be used for all the common ensembles. Jensen's inequality can only be used when the probability density is convex and this excludes its use in the physically important microcanonical ensemble.
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#### Abstract

We investigate conditions for the existence of a decomposition of a Hermitian projector $\rho$ into two Hermitian and time-reversal invariant operators $\rho_{0}$ and $\chi$ under the form $\rho=e^{i \chi} \rho_{0} e^{-i \chi}$. Sufficient conditions are given and an explicit construction of a decomposition is performed when they are fulfilled. A stronger theorem of existence and uniqueness is studied.


PACS numbers: $05.30 . \mathrm{Ch}, 02.30 . \mathrm{Tb}$

## INTRODUCTION

The purpose of this paper is to study the following problem: Given a Hermitian projector $\rho$ defined on a Hilbert space of quantal states, under which conditions (necessary or sufficient) there do exist two Hermitian and time-reversal invariant operators $\rho_{0}$ and $\chi$ such that

$$
\begin{equation*}
\rho=e^{i x} \rho_{0} e^{-i \chi} \tag{1}
\end{equation*}
$$

Such a decomposition was first introduced by Baranger and Vénéroni ${ }^{1}$ and in the formulation of these authors it constitutes the starting point of the "adiabatic time-dependent Hartree-Fock approximation" (ATDHF). In the framework of this formalism, the projector $\rho$ is the reduced single-particle density operator of a system of independent $\mathrm{spn}-1 / 2$ particles. In the adiabatic limit, the decomposition (1) seems to be crucial to provide a relation between the timedependent Hartree-Fock approximation and phenomenological descriptions of collective motion such as the Copenhagen model. ${ }^{2}$

To our knowledge, the decomposition (1) has been used up to now only for single-particle density operators of nuclei. ${ }^{3,4}$ The first studies of its validity ${ }^{5,6}$ have also been restricted to this particular case. The proof of existence given here is valid for $p$-body reduced density matrices of a quantum system, provided they are projectors and they satisfy some conditions specified in Sec. 2. Conditions for the existence of the decomposition (1) are investigated in some details: Their study has been partly neglected in the preceding works. Indeed, they were focused on the ATDHF approximation, where the assumed smallness of $\chi$ makes the discussion much simpler.

For the sake of simplicity, the proofs given below are limited to a finite $N$-dimensional Hermitian space $\mathscr{H}$. However, most of the results can be extended to infinite-dimensional Hilbert spaces in the case where $\rho$ has a finite trace. All the operators involved are linear operators defined on $\mathscr{H}$, except the antilinear time-reversal operator $T$.

Section 1 is devoted to the study of some results concerning quantum time-reversal which are used in Secs. 2 and 3. Section 2 is the central part of this work. There the decomposition theorem is demonstrated for the most general density projection operator satisfying some sufficient conditions.

[^21]Finally, we investigate in Sec. 3 some special conditions for the existence of the decomposition (1) for the reduced singleparticle density operator of a system of fermions.

## 1. SOME USEFUL PROPERTIES OF QUANTUM TIMEREVERSAL

In this preliminary section we present some theorems which are essential for the demonstration of the existence theorem of Sec. 2. These results can be easily obtained from elementary properties of the time-reversal operator $T$ (see, e.g., Ref. 7).

In the following, the time-reversed of any linear operator $A$ will be denoted by $A_{T}: A_{T}=T^{+} A T$, and the timereversed of any vector $|u\rangle$ by $|\bar{u}\rangle:|\bar{u}\rangle=T|u\rangle$.

As is well known, the operator $T$ is antiunitary (i.e., $T$ is antilinear, and $T^{+} T=T T^{+}=1$ ) and satisfies:

$$
T^{2}= \pm 1
$$

In the latter equation, the plus sign applies to any system of bosons, or to systems containing an even number of fermions, the minus sign applies to an odd system of fermions.

The first results, stated in Theorems 1 a and lb , provide criteria to identify a time-even Hermitian operator by its spectral representation, respectively in the cases $T^{2}=1$ and $T^{2}=-1$.

Theorem 1: (a) ( $T^{2}=1$ ) A Hermitian operator is timeeven iff it is diagonalizable in a real orthogonal basis.
(b) $\left(T^{2}=-1\right)$ A Hermitian operator $A$ is time-even iff it is diagonalizable in an orthogonal basis of the type $\left\{\left|e_{i}\right\rangle\right.$, $\left.\left|e_{i}\right\rangle ; i=1, \ldots, N / 2\right\}$ with the same eigenvalue associated to $\left|e_{i}\right\rangle$ and $\left|\bar{e}_{i}\right\rangle:$

$$
\begin{equation*}
A=\}_{i=1}^{N / 2} \lambda_{i}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|+\left|\bar{e}_{i}\right\rangle\left\langle\bar{e}_{i}\right|\right), \quad \lambda_{i} \in \mathbb{R} \tag{2}
\end{equation*}
$$

Notice from Eq. (2) that the multiplicity of any eigenvalue of a time-even Hermitian operator $A$ is an even number when $T$ satisfies $T^{2}=-1$. When $A$ is the Hamiltonian of an odd system of fermions, this property is known as Kramers degeneracy. If $A$ is a projector, Eq. (2) implies that its trace is an even number.

From Theorem 1, one gets readily the following properties of commuting Hermitian time-even operators:

Theorem 2: $(\mathrm{a})\left(T^{2}=1\right)$ Two Hermitian time-even operators which commute have a common complete orthogonal set of real eigenvectors.
(b) $\left(T^{2}=-1\right)$ Two Hermitian time-even operators $A$ and $B$ which commute can be simultaneously diagonalized in an orthogonal basis of the type $\left.\left\{\left|e_{i}\right\rangle,| | \bar{e}_{i}\right\rangle ; i=1, \ldots, N / 2\right\}$, such that

$$
\begin{aligned}
& A=\prod_{i=1}^{N / 2} \lambda_{i}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|+\left|\bar{e}_{i}\right\rangle\left\langle\bar{e}_{i}\right|\right), \quad \lambda_{i} \in \mathbf{R}, \\
& B=\prod_{i=1}^{N / 2} \mu_{i}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|+\left|\bar{e}_{i}\right\rangle\left\langle\bar{e}_{i}\right|\right), \quad \mu_{i} \in \mathbb{R} .
\end{aligned}
$$

Theorems 2(a) and 2(b) permit us to obtain the following result, valid in both cases $T^{2}=1$ and $T^{2}=-1$ :

Theorem 3: ( $T^{2}= \pm 1$ ) Let $U$ be a unitary operator.
(i) A necessary and sufficient condition for the existence of a time-even operator $A$ satisfying

$$
\begin{equation*}
U=e^{i A} \tag{3}
\end{equation*}
$$

is that

$$
U_{T}=U^{+}
$$

(ii) There exists a unique operator $A$ satisfying Eq. (3) and having its eigenvalues $\lambda_{i}$ lying in a given interval:

$$
\lambda_{i} \in[\alpha, \alpha+2 \pi[
$$

## 2. THE DECOMPOSITION THEOREM

In the first part of this section we demonstrate the existence of two Hermitian and time-even operators $\rho_{o}$ and $\chi$ satisfying Eq. (1), provided some conditions are fulfilled. The proof of the existence theorem is performed by exhibiting a particular solution ( $\rho_{0, \chi}$ ), whose properties are studied in part B. Results of part B enable us to obtain, in Sec. (2C), a new result, the decomposition theorem, which is stronger than the existence theorem proved in Sec. (2A).

## A. The existence theorem

Before stating the existence theorem, it is useful to mention a preliminary result which permits us to formulate the conditions for the existence of the decomposition (1) in several equivalent ways.
Preliminary result: Let $\rho$ and $\rho$ ' be two Hermitian projections.

The following assumptions are equivalent:
$\left(\mathrm{P}_{1}\right)\left\|\rho-\rho^{\prime}\right\|<1 .^{8}$
$\left(P_{2}\right)$ The operator $(1-R)$ is regular, where

$$
R=\left(\rho-\rho^{\prime}\right)^{2}
$$

$\left(\mathbf{P}_{3}\right)$ The unitary operator

$$
\tau \tau^{\prime}=(2 \rho-1)\left(2 \rho^{\prime}-1\right)
$$

does not admit the eigenvalue $\boldsymbol{v}=-1$.
$\left(\mathbf{P}_{4}\right)$ The projectors $\rho$ and $\rho^{\prime}$ do not have any common eigenvector corresponding to different eigenvalues of $\rho$ and $\rho^{\prime}$.

The proof of these equivalences, being lengthy but rather straightforward, is left to the reader.
Existence theorem: Let $\rho$ be a Hermitian projector and $\rho_{T}$ its time-reversed. If $\rho$ and $\rho_{T}$ satisfy the equivalent hypotheses
two operators $\rho_{0}$ and $\chi$ such that

$$
\begin{align*}
& \rho=e^{i \chi} \rho_{0} e^{-i \chi}  \tag{1}\\
& \rho_{0}=\rho_{0}^{\dagger}=\left(\rho_{0}\right\rangle_{T}  \tag{4}\\
& \chi=\chi^{\dagger}=\chi_{T} \tag{5}
\end{align*}
$$

Lemma: Let $\rho$ be a Hermitian projector and $\rho_{T}$ its timereversed. If $\rho$ and $\rho_{T}$ satisfy the hypotheses $\left(\mathrm{P}_{i}\right)$, there exists a time-even Hermitian operator $\chi$ such that

$$
\begin{equation*}
\rho_{T}=e^{-2 i x} \rho e^{2 i x} \tag{6}
\end{equation*}
$$

Proof: The proof given here is suggested by results concerning pairs of projectors which can be found in Refs. 9, 10.

Consider the Hermitian and time-even operator:

$$
1-R=1-\left(\rho-\rho_{T}\right)^{2}
$$

which has the obvious property:

$$
\begin{equation*}
[1-R, \rho]=\left[1-R, \rho_{T}\right]=0 \tag{7}
\end{equation*}
$$

Since $\rho$ and $\rho_{T}$ satisfy $\left(\mathbf{P}_{i}\right)$, this operator is strictly positive, and one can define a Hermitian inverse square root $(1-R)^{-1 / 2}$.

Let us define:

$$
\begin{align*}
U & =\left[\rho \rho_{T}+(1-\rho)\left(1-\rho_{T}\right)\right](1-R)^{-1 / 2} \\
& =(1-R)^{-1 / 2}\left[\rho \rho_{T}+(1-\rho)\left(1-\rho_{T}\right)\right] \tag{8}
\end{align*}
$$

One can easily show that
(i) $U$ is unitary,
(ii) $U_{T}=\mathrm{U} \dagger$,
(iii) $\rho_{T}=U \dagger \rho U$.

According to Theorem 3, one can find an operator $\chi$ fulfilling Eqs. (5) and (6), and such that

$$
\begin{equation*}
U=e^{2 i \chi} \tag{10}
\end{equation*}
$$

which proves the Lemma.
To achieve the proof of the theorem, it remains to verify that the Hermitian projector $\rho_{0}$ defined by

$$
\begin{equation*}
\rho_{0}=e^{-i \chi} \rho e^{i \chi} \tag{11}
\end{equation*}
$$

is time-even, which is a direct consequence of the time-reversal invariance of $\chi$.

Before proceeding further, it is worth stressing the following point: We have shown the existence of a time-even Hermitian operator $\chi$ satisfying (6) by referring to Theorem 3. However, such an operator $\chi$ is not yet univocally defined, since: (i) the operator $(1-R)^{-1 / 2}$ used in the construction of $U$ can be defined in several different ways; (ii) it remains to specify the interval of definition of the eigenvalues of $\chi$. In order to remove all these ambiguities, we first note that the operator $U$ used to define $\chi$ by Eq. (10) has the property

$$
\begin{equation*}
U^{2}=\tau \tau_{T}=e^{4 i x} \tag{12}
\end{equation*}
$$

with $\tau=(2 \rho-1)$. Equation (12) can be obtained from the definition (8) of $U$, by use of Eq. (7) and of the involutive character of $\tau$ and $\tau_{T}$. According to Theorem 3, there is a unique operator $\chi$ satisfying (12) and having all its eigenvalues in some given interval $[\alpha, \alpha+\pi / 2[$. We define $\chi$ by
choosing $\alpha=-\pi / 4$. Since the condition $\left(\mathbf{P}_{3}\right)$ excludes the eigenvalue $v_{u}=-1$ for the operator $e^{4 i \chi}$, the eigenvalues $\lambda_{u}$ of $\chi$ all belong to the open interval:

$$
\begin{equation*}
\left.\lambda_{u} \in\right]-\pi / / 4, \quad \pi / 4[ \tag{13}
\end{equation*}
$$

Incidentally, we emphasize that the operator $\chi$ just defined is identical to that defined by Baranger and Vénéroni. ${ }^{1}$ This was not apparent up to now, but is clearly illustrated by Eqs. (12) and (13). Following the terminology of Ref. 1, we will call the decomposition defined by such an operator $\chi$, and the operator $\rho_{0}$ constructed from $\chi$ by Eq. (11), the "natural" decomposition. ${ }^{11}$

Notice that in the above definition of $\chi$, the condition $\left(\mathbf{P}_{3}\right)$ is dissimulated in Eq. (13), whereas the equivalent hypothesis $\left(\mathbf{P}_{2}\right)$ was needed at the very first to define $U$ through Eq. (8). These conditions ( $\mathrm{P}_{i}$ ) were not mentioned in Ref. 1, whose authors were interested in the decomposition theorem for operators $\chi$ small compared to unity $\left(\lambda_{u}<1\right)$ : this assumption guarantees the fulfilment of $\left(\mathbf{P}_{i}\right)$, and therefore ensures the existence of the decomposition (1) submitted to (4) and (5).

## B. Further properties of the natural decomposition

Let us now investigate characteristic properties of the natural decomposition constructed in Sec. (2 A).

From the definition (12), (13) of $\chi$, it is clear that for any eigenvector $|u\rangle$ of the diagonalizable operator $\tau \tau_{T}\left(\tau \tau_{T}\right.$ is unitary):

$$
\begin{equation*}
\tau \tau_{T}|u\rangle=v_{u}|u\rangle \tag{14}
\end{equation*}
$$

one has:

$$
\begin{equation*}
\chi|u\rangle=\lambda_{u}|u\rangle \tag{15}
\end{equation*}
$$

with $\lambda_{u}$ defined by Eq. (13) and by

$$
\begin{equation*}
e^{4 i \lambda_{u}}=v_{u} \tag{16}
\end{equation*}
$$

One can also easily show that

$$
\begin{equation*}
\tau \tau_{T}(\tau|u\rangle)=v_{u}^{*}(\tau|u\rangle) \tag{17}
\end{equation*}
$$

for any $|u\rangle$ solution of Eq. (14), which leads to

$$
\begin{equation*}
\chi(\tau|u\rangle)=-\lambda_{u}(\tau|u\rangle) . \tag{18}
\end{equation*}
$$

As a consequence of Eqs. (15) and (18), the operator $\chi$ of the natural decomposition satisfies

$$
\begin{equation*}
\chi \tau+\tau \chi=0 \tag{19}
\end{equation*}
$$

which can be written equivalently as

$$
\begin{equation*}
\chi \rho+\rho \chi=\chi \rho_{0}+\rho_{0} \chi=\chi \tag{20}
\end{equation*}
$$

or as

$$
\begin{equation*}
\rho \chi \rho=(1-\rho) \chi(1-\rho)=0 . \tag{21}
\end{equation*}
$$

If $\rho$ is the one-body reduced density operator of a spin-1/2 particle system, Eq. (21) means that the operator $\chi$ has only particle-hole and hole-particle matrix elements.

To further study the natural decomposition, one can state the following lemma (whose proof is straightforward):

## Lemma: Let $\chi$ be a Hermitian operator such that

$$
\begin{aligned}
& \tau_{T}=e^{-2 i \chi} \tau e^{2 i \chi} \\
& \chi \tau+\tau \chi=0
\end{aligned}
$$

Then $\chi$ satisfies $e^{4 i \chi}=\tau \tau_{T}$. As an immediate consequence, the natural decomposition is the only one fulfilling (13) and having the property (19) (see Theorem 3).

## C. Decomposition theorem

The main results established up to now can be summarized as follows:
(a) Assuming the conditions $\left(\mathbf{P}_{i}\right)$ satisfied by $\rho$ and $\rho_{T}$, we have constructed a Hermitian operator $\chi$ solution of Eq. (6). This operator $\chi$ is shown to be time-even.
(b) We have seen that Eq. (19) [added to the condition (13)] is a characteristic property of this particular solution.
(c) The Hermitian operator $\rho_{0}$, constructed from $\chi$ and $\rho$ by Eq. (11), is time-even.

These results can be collected into the following statement.
Decomposition theorem: Let $\rho$ be a Hermitian projection, and $T$ the time-reversal antiunitary operator satisfying $T^{2}= \pm 1$.

The equivalent assumptions ( $\mathbf{P}_{i}$ ) for $\rho$ and $\rho_{T}$ are necessary and sufficient conditions for the existence of a unqiue set of Hermitian operators $\rho_{0}$ and $\chi$ such that
(i) $\chi \rho_{0}+\rho_{0} \chi=\chi$,
(ii) all the eigenvalues of $\chi$ lie within the interval
] $-\pi / 4, \pi / 4[$,
(iii) $\rho=e^{i x} \rho_{0} e^{-i \chi}$.

The two operators $\rho_{0}$ and $\chi$ are time-even.
N.B.: (1) By rearranging the results (a)-(c) in different ways, one can obtain several other formulations (not completely equivalent) of the decomposition theorem (see, e.g., Ref. 12).
(2) In the statement given above, the conditions ( $\mathbf{P}_{i}$ ) appear as necessary. This is obvious, since the violation of ( $\mathrm{P}_{i}$ ) would lead to the occurrence of at least one eigenvalue $\lambda_{u}= \pm \pi / 4$ for $\chi$, which would be in contradiction with the requirement (ii). We would like to point out that a stronger result is available, by replacing the open interval in (ii) by a semiopen interval. The proof would go as follows: One shows that Eqs. (12) and (20) cannot be simultaneously fulfilled by an operator $\chi$ having an eigenvalue $\lambda_{u}= \pm \pi / 4$.

## 3. SOME IMPLICATIONS FOR SYSTEMS OF SPIN-1/2 PARTICLES

Let us turn back to the existence theorem, studied in Sec. ( 2 A ). This theorem has been proved under some sufficient conditions ( $\mathrm{P}_{i}$ ), expressed up to now in a mathematical language. By looking at systems of spin- $1 / 2$ particles, we will now investigate necessary conditions of existence, and also get some light about their physical content.

From now on $\rho$ will be a one-body reduced density operator describing a system of spin-1/2 particles. If the decomposition (1) exists, the trace of the time-even Hermitian projection $\rho_{0}$ is an even number (see Sec. 1). Since $\rho$ is deduced from $\rho_{0}$ by a unitary transformation, we conclude that

$$
\begin{equation*}
\operatorname{Tr} \rho=2 p, \quad p \in \mathbb{N} \tag{22}
\end{equation*}
$$

As a necessary condition for existence, Eq. (22) implies that no decomposition (1) fulfilling Eqs. (4) and (5) can be found for the reduced one-body density operator of an odd system of fermions. Property (22), which did not appear in the proof given in Sec. ( 2 A ), has just been shown "a posteriori" to be a consequence of the sufficient conditions ( $P_{i}$ ). We directly show in the Appendix that ( $\mathrm{P}_{i}$ ) implies (22).

We now consider the case where the single-particle states are normalized eigenstates $| \pm\rangle$ of the spin operator $S_{z}$ :

$$
\begin{equation*}
\rho=\rho^{u} \otimes|+\rangle\langle+|+\rho^{d} \otimes|-\rangle\langle-1 . \tag{23}
\end{equation*}
$$

It might be of interest to ask under which conditions on the spatial parts $\rho^{u}$ and $\rho^{d}$ of $\rho$ there exists a decomposition (1) satisfying (4) and (5), such that the spin states $| \pm\rangle$ are eigenvectors of $\chi$. Added to the requirements for $\chi$ to be Hermitian and time-even, this condition constrains $\chi$ to be of the form:

$$
\begin{equation*}
\chi=\chi^{u} \otimes|+\rangle\langle+|+\chi_{T}^{u} \otimes|-\rangle\langle-1, \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
\chi^{u}=\left(\chi^{u}\right)^{+} . \tag{25}
\end{equation*}
$$

We will now show that the property

$$
\begin{equation*}
n^{u}=n^{d}, \tag{26}
\end{equation*}
$$

with $n^{u}=\operatorname{Tr} \rho^{u}$ and $n^{d}=\operatorname{Tr} \rho^{d}$, is a necessary condition ${ }^{13}$ for the existence of a decomposition (1) satisfying the requirements (4), (5), (23), and (24). This is easily seen by computing the operator $e^{2 i x} \rho_{T} e^{-2 i x}$, which must be equal to $\rho$ when a decomposition (6) submitted to (24) and (25) exists. One gets

$$
\rho^{u}=\exp \left(2 i \chi^{u}\right) \rho_{T}^{d} \exp \left(-2 i \chi^{u}\right)
$$

Since $\chi^{"}$ is Hermitian, this implies

$$
\operatorname{Tr} \rho^{u}=\operatorname{Tr} \rho_{T}^{d}=\operatorname{Tr} \rho^{d}
$$

which shows (26).
To end up this section, let us see how the condition (26) is contained in the assumptions ( $\mathbf{P}_{i}$ ) for $\rho$ and $\rho_{T}$. We first note that the conditions ( $\mathrm{P}_{i}$ ) are satisfied by $\rho$ and $\rho_{T}$ if, and only if they are satisfied by $\rho^{u}$ and $\rho_{T}^{d}$. (The proof of this result is elementary.) In particular, the fulfilment of $\left(\mathbf{P}_{i}\right)$ by $\rho$ and $\rho_{T}$ requires that

$$
\begin{equation*}
\left\|\rho^{u}-\rho_{T}^{d}\right\|<1 \tag{27}
\end{equation*}
$$

As shown by Sz.-Nagy, ${ }^{9}$ this property implies (26) (see also Ref. 14). We will not demonstrate this well known result, but simply mention that it can be derived by exactly the same procedure as used in the proof of the existence theorem: Equation (27) allows to define

$$
V=\left[\rho^{u} \rho_{T}^{d}+\left(1-\rho^{u}\right)\left(1-\rho_{T}^{d}\right)\right]\left[1-\left(\rho^{u}-\rho_{T}^{d}\right)^{2}\right]^{-1 / 2}
$$

The unitary operator $V$ is easily shown to transform $\rho^{u}$ into $\rho_{T}^{d}$ :

$$
\rho_{T}^{d}=V^{+} \rho^{u} V
$$

which leads to (26).

## SUMMARY AND COMMENTS

The essential results obtained in the present work are the existence and the decomposition theorems given in Sec. 2.

The first theorem states the existence of a decomposition fulfilling Eqs. (1), (4), and (5) for any projection operator $\rho$ which, together with its time-reversed $\rho_{T}$, satisfies the conditions ( $\mathbf{P}_{i}$ ). Since this result has been demonstrated by the explicit construction of a particular solution (the so-called natural decomposition), the conditions ( $\mathbf{P}_{i}$ ) appear as sufficient, but not a priori necessary. Investigation of necessary conditions for the existence has been made in Sec. 3 for the reduced one-body density operator of a system of spin-1/2 particles. We did not discuss the possible uniqueness of (1) submitted to (4), (5), and to the condition (13) for the eigenvalues of $\chi$. Actually, it can be shown in some specific physical situations that such uniqueness is not true. A counterexample is given by the density operator obtained from a solution of the static Hartree-Fock equation by a Galilean transformation. ${ }^{1,5}$

In order to get an existence-plus-uniqueness theorem, we have investigated characteristic properties of the natural decomposition. These properties are the reduction (13) of the interval of definition for the eigenvalues of $\chi$ and the relation (20). Added as supplementary conditions to Eqs. (4) and (5), they ensure uniqueness and lead to the decomposition theorem.

To end up this summary of our mathematical study, we point out that the choice of a finite $N$-dimensional space, made here for the sake of simplicity, is not a real restriction, at least as far as the existence theorem for projection operators of finite trace is concerned. Indeed, as shown in the Appendix, the significant space to consider in this case is the linear sum $\left(\mathscr{R}+\mathscr{R}_{T}\right)$, which is a Hermitian finite space.

Coming back to physics, one can ask about the consequences of the nonuniqueness of (1) submitted to the conditions (4), (5), and (13). Does it induce ambiguities in the physical results? An answer to this question is known when the decomposition (1) is used in the framework of the ATDHF approximation. Indeed, it has been shown in Ref. 1 that all the possible sets of operators ( $\rho_{0}, \chi$ ) fulfilling (1), (4), and (5) lead to equivalent dynamics; thus condition (20) does not appear a posteriori as a physical limitation, and can be legitimately imposed in practical calculations, as done in Refs. 5, 15.

The proofs given above are not restricted to reduced one-body densities, although up to now all the applications concern the time-dependent Hartree-Fock approximation. It might be of some interest that these proofs apply to any finite-dimensional projections satisfying conditions $\left(\mathrm{P}_{i}\right)$, and therefore to a larger class of $n$-body operators.
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## APPENDIX

We restrict ourselves to a space $\mathscr{H}$ generated by the $p$ body states of a system of fermions and such that the time-
reversal operator has the property $T^{2}=-1$ (i.e., $p$ is an odd number). If $\mathscr{H}$ is a single-particle space, what follows concerns the reduced single-particle density operator used for instance in the Hartree-Fock approximation.

We will show directly (another proof is given in Sec. 3) that the fulfilment of conditions ( $\mathrm{P}_{i}$ ) for $\rho$ and its time-reversed $\rho_{T}$ requires:

$$
\operatorname{Tr} \rho=2 p, \quad p \in \mathbb{N}
$$

Let $\mathscr{R}$ and $\mathscr{R}_{T}$ be the subspaces on to which $\rho$ and $\rho_{T}$ project:

$$
\mathscr{R}=\rho(\mathscr{H}), \quad \mathscr{R}_{T}=\rho_{T}(\mathscr{H}) .
$$

From its definition, it is clear that the operator

$$
\tau \tau_{T}-1=4 \rho \rho_{T}-2\left(\rho+\rho_{T}\right)
$$

transforms each vector of $\mathscr{H}$ into a vector of the linear sum $\left(\mathscr{R}+\mathscr{R}_{T}\right):$

$$
\left(\tau \tau_{T}-1\right)|u\rangle=\left|u_{1}\right\rangle+\left|u_{2}\right\rangle,
$$

with $\left|u_{1}\right\rangle \in \mathscr{R}, \quad\left|u_{2}\right\rangle \in \mathscr{R}_{T}$. Hence, $\left(\mathscr{R}+\mathscr{R}_{T}\right)$ is an invariant subspace of $\left(\tau \tau_{T}-1\right)$, and we can define the restriction $\Omega$ of the operator $\left(\tau \tau_{T}-1\right)$ to the subspace $\left(\mathscr{R}+\mathscr{R}_{T}\right)$.

To study the spectrum of $\Omega$, we note that if

$$
\Omega|u\rangle=\left(e^{4 i \lambda_{u}}-1\right)|u\rangle,
$$

then

$$
\begin{aligned}
& \Omega(\tau|u\rangle)=\left(e^{-4 i \lambda_{u}}-1\right) \tau|u\rangle, \\
& \Omega|\bar{u}\rangle=\left(e^{4 i \lambda_{u}}-1\right)|\bar{u}\rangle,
\end{aligned}
$$

and

$$
\Omega\left(\tau_{T}|\bar{u}\rangle\right)=\left(e^{-4 i \lambda_{u}}-1\right) \tau_{T}|\bar{u}\rangle
$$

All the vectors $|u\rangle, \tau|u\rangle,|\bar{u}\rangle, \tau_{T}|\bar{u}\rangle$ belong clearly to $\left(\mathscr{R}+\mathscr{R}_{T}\right)$. The dimensionality of the subspace $\mathscr{S}_{u}$ generated by these four vectors (all generated from a given $|u\rangle$ ) can be different in the case where $e^{4 i \lambda_{u}}$ is real and in the opposite case.
(i) If $e^{4 i \lambda_{"}} \neq \pm 1$, these four vectors span a four-dimensional space $\mathscr{S}_{u^{\prime}}$ since the two sets $(|u\rangle,|\bar{u}\rangle)$ and $\left(\tau|u\rangle, \tau_{T}|\bar{u}\rangle\right)$ correspond to different eigenvalues of $\Omega$, and the two vectors of each set are linearly independent [see Refs. 7].
(ii) The case $e^{4 i \lambda_{"}}=-1$ cannot occur if the condition $\left(P_{3}\right)$ is required.
(iii) If $e^{4 i \lambda_{\text {" }}}=1$, the four eigenvectors are associated with the same eigenvalue zero of $\Omega$. To study the dimensionality of $\mathscr{S}_{u}$, we shall use the following property.

Lemma: Let $\rho$ and $\rho^{\prime}$ be two Hermitian projectors. Each vector $|u\rangle$ satisfying

$$
\rho|u\rangle=\rho^{\prime}|u\rangle
$$

is a common eigenvector of $\rho$ and $\rho^{\prime}$ :

$$
\rho|u\rangle=\rho^{\prime}|u\rangle=\mu|u\rangle .
$$

Let us consider the eigenvector $|u\rangle$ of $\Omega$ associated with the eigenvalue $\left(e^{4 i \lambda_{k}}-1\right)=0$. It is easily seen that such vectors satisfy

$$
\rho|u\rangle=\rho_{T}|u\rangle
$$

and the Lemma ensures that

$$
\begin{equation*}
\rho|u\rangle=\rho_{r}|u\rangle=|u\rangle \tag{Al}
\end{equation*}
$$

Therefore, the subspace $\mathscr{P}_{u}$ in the case $e^{4 i \lambda_{u}}=1$ is just:

$$
\mathscr{S}_{u}=\mathscr{B} \cap \mathscr{B}_{T}
$$

This space is of dimensionality 2 or 4 , since Eq. (A1) implies

$$
\rho_{T}|\bar{u}\rangle=\rho|\bar{u}\rangle=|\bar{u}\rangle,
$$

with $\langle u \mid \bar{u}\rangle=0$.
To summarize, we have obtained the results

$$
\begin{align*}
& \operatorname{dim}\left(\mathscr{R} \cap \mathscr{R}_{T}\right)=2 n, \quad n \in \mathbb{N},  \tag{A2}\\
& \operatorname{dim}\left(\mathscr{R}+\mathscr{R}_{T}\right)=2 n+4 k, \quad k \in \mathbb{N} . \tag{A3}
\end{align*}
$$

As is well known,

$$
\operatorname{dim}\left(\mathscr{R}+\mathscr{R}_{T}\right)+\operatorname{dim}\left(\mathscr{R} \cap \mathscr{R}_{T}\right)=\operatorname{dim} \mathscr{R}+\operatorname{dim} \mathscr{R}_{T} .
$$

Since

$$
\begin{equation*}
\operatorname{dim} \mathscr{R}=\operatorname{dim} \mathscr{R}_{T}, \tag{A4}
\end{equation*}
$$

one gets from (A2)-(A4) the final result

$$
\operatorname{Tr} p=\operatorname{dim} \mathscr{H}=2(k+n)=2 p, \quad p \in \mathbb{N}
$$
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#### Abstract

In this work, we develop the quantum field theory formalism in the curved space-time for the case of massive vector field, using the Quantum Equivalence Principle previously introduced. With this principle and for a particular model for expanding universe-spatially flat RobertsonWalker metric-an adequate particle model is obtained. The mean density of created particles for the corresponding Bogolyubov transformation is finite.


PACS numbers: 11.10. $-\mathrm{z}, 04.60 .+\mathrm{n}$

## 1. INTRODUCTION

The Quantum Equivalence Principle (QEP) has been introduced in previous works (cf. Refs. 1 and 2). In the case of a scalar material field the QEP enabled us to find an adequate particle model in the curved space-time. With this model we obtained a Bogolyubov transformation, which led to the creation of a finite number of particles. Dealing in this way with the problem of generalizing the flat space-time field theory into the curved space-time field theory, essencially consists in treating the material field as a quantized one, and to introduce through the metric used, the gravitational field as an unquantized classical external one.

Lichnerowicz developed the mathematical formalism of the fields' theory in a curved space-time for the fundamental fields (cf. Refs. 3,4, and 5). Afterwards the problem of a real scalar field has been treated in various works. ${ }^{6-10}$ The existence of ambiguities derived from the developing of a particle model in the curved space-time followed. These ambiguities lead to a possible existence of a mechanism of creating particles which is called the Bogolyubov transformation. Unfortunatly the Bogolyubov transformation for certain particle models produces an infinite number of particles.

As was shown in Refs. 1 and 2 for a real scalar field, one of the fundamental problems is that the so-called Lichnerowicz conditions do not determine in a unique way the biscalar kernel $G_{1}\left(x, x^{\prime}\right)$ of the curved space-time that is the generalization of the kernel $\Delta_{1}\left(x-x^{\prime}\right)$ of the flat space-time. One way to solve this problem is to suppose the existence of a different decomposition for the solutions of positive frequencies (and negative ones) for each normal Cauchy hypersurface $\boldsymbol{\Sigma}$ of the curved space-time. This curved space-time is supposed globaly hyperbolic and endowed with normal Cauchy hypersurface (cf. Ref. 2). This fact led us to suppose that there is a different kernel $G_{1}^{(\mathcal{\Sigma})}\left(x, x^{\prime}\right)$ for each normal Cauchy hypersurface $\boldsymbol{\Sigma}$. In each normal Cauchy hypersurface $\Sigma$ a proper kernel $G_{1}^{(\Sigma)}\left(x, x^{\prime}\right)$ will be determined, when their Cauchy data on each hypersurface $\Sigma$ are given.

The QEP, which enabled us to solve this problem satis-

[^22]factorily, essencially consists in choosing the Cauchy data in such a way so as to make the kernel $G_{1}^{(\mathcal{E})}\left(x, x^{\prime}\right)$ of the curved space-time as similar as possible to the kernel $\Delta_{1}\left(x-x^{\prime}\right)$ of the flat space-time, on the normal Cauchy Hypersurface $\boldsymbol{\Sigma}$.

In the present work we are going to use this proposition for a real massive vector field with the spatially flat Robert-son-Walker metric.

In Sec. 2, we are going to develop briefly, the Lagrangian formalism for a real massive vector field in the curved space-time.

In Sec. 3, we deal with the Cauchy problem for a vector field, and we show, generalizing a Lichnerowicz theorem (cf. Ref. 3), the existence of a bitensorial kernel $X^{\mu v^{\prime}}\left(x, x^{\prime}\right)(1-$ tensor in $x$, 1-tensor in $x^{\prime}$ ) that in a unique way solves the Cauchy problem.

In Sec. 4, we study, for the particle model proposed in the curved space-time, the decomposition into positive and negative frequencies.

In Sec. 5, we outline the Bogolyubov transformation for the vector field.

In Sec. 6, we find the solution of the field equations for the particular case of the spatially flat Robertson-Walker metric.

In Sec. 7, making use of the QEP, we find an adequate bitensorial kernel $X_{1}^{(\Sigma)_{, 1},}\left(x, x^{\prime}\right)$ for each normal Cauchy hypersurface $\boldsymbol{\Sigma}$.

In Sec. 8, we find the initial conditions for the solutions of positive and negative frequencies which result from requiring the diagonalization of the Hamiltonian operator.

Finally, in Sec. 9 it is shown that the initial conditions for the solutions of positive and negative frequencies, resulting from the QEP, are those which originate a Bogolyubov transformation for which the density of created particles is finite. The initial condition obtained from the diagonalization of the Hamiltonian operator led to an infinite density of created particles; consequently they cannot be used.

## 2. LAGRANGIAN FORMALISM

With the aim of constructing a model of massive spin-1 particles in a curved space-time, we start from the following action integral ${ }^{11}$ :

$$
\begin{align*}
S= & \int \sqrt{|g|}\left(-\frac{1}{4} g^{\mu \rho} g^{v \sigma}\left(\varphi_{r ; \mu}-\varphi_{\mu ; v}\right)\left(\varphi_{\sigma, \rho}-\varphi_{\rho ; \sigma}\right)\right. \\
& \left.+\frac{1}{2} m^{2} g^{\mu v} \varphi_{\mu} \varphi_{v}\right\} d^{4} x . \tag{2.1}
\end{align*}
$$

The variation of the action integral (2.1) leads us to the following equation for the field $\varphi_{\mu}$ :

$$
\begin{equation*}
-g^{\alpha \rho} \varphi_{; \alpha ; \rho}^{\beta}+R_{\alpha}^{\beta} \varphi^{\alpha}+\varphi_{; \alpha}^{\alpha \beta}-m^{2} \varphi^{\beta}=0 . \tag{2.2}
\end{equation*}
$$

Equation (2.2) involves the following two equations:

$$
\begin{align*}
& \left(\Delta-m^{2}\right) \varphi^{\beta}=0,  \tag{2.3}\\
& \varphi_{: \alpha}^{a}=0 \tag{2.4}
\end{align*}
$$

where $\Delta \varphi^{\beta}=-g^{\alpha \rho} \varphi_{; \alpha ; \rho}^{\beta}+R_{\alpha}^{\beta} \varphi^{\alpha}$ is the Rham Laplacian (cf. Ref. 3) for a vector field.

The energy-momentum tensor of the massive vector field, as obtained from (2.1) is

$$
\begin{align*}
T_{\alpha \beta}= & \frac{2}{\sqrt{|g|}} \frac{\delta S}{\delta g^{\alpha \beta}} \\
= & \frac{1}{4}\left[g_{\alpha \beta} g^{\mu \rho} g^{v \sigma}-g^{v \sigma}\left(\delta_{\alpha}^{\mu} \delta_{\beta}^{\rho}+\delta_{\beta}^{\mu} \delta_{\alpha}^{\sigma}\right)\right. \\
& \left.-g^{\mu \rho}\left(\delta_{\alpha}^{\nu} \delta_{\beta}^{\sigma}+\delta_{\beta}^{v} \delta_{\alpha}^{\sigma}\right)\right] f_{\mu v} f_{\rho \sigma}  \tag{2.5}\\
& -\frac{1}{2} m^{2} g_{\alpha \beta} g^{\mu v} \varphi_{\mu} \varphi_{\nu}+\frac{1}{2} m^{2}\left(\varphi_{\alpha} \varphi_{\beta}+\varphi_{\beta} \varphi_{\alpha}\right)
\end{align*}
$$

where $f_{\mu \nu}=\partial_{\mu} \varphi_{\nu}-\partial_{v} \varphi_{\mu}$.
The energy-momentum tensor (2.5) satisfies the following two conditions:

$$
\begin{align*}
& T_{\alpha \beta}=T_{\beta \alpha}  \tag{2.6}\\
& T_{\beta ; \alpha}^{\alpha}=0 . \tag{2.7}
\end{align*}
$$

From (2.5), and for the particular case of the Robert-son-Walker metric, which is

$$
\begin{equation*}
d \mathrm{~s}^{2}=d t^{2}-a^{2}(t)\left[d x^{2}+d y^{2}+d z^{2}\right] \tag{2.8}
\end{equation*}
$$

and which is going to be studied later on; the following expressions are obtained for the components $T_{00}$ and $T_{0 i}$ of the energy-momentum tensor:

$$
\begin{align*}
T_{00}= & \left(1 / 2 a^{2}\right) \sum_{j} f_{0 j} f_{0 j}+\left(1 / 2 a^{4}\right) \sum_{i j} f_{i j} \partial_{i} \varphi_{j} \\
& +\left(1 / 2 a^{2}\right) m^{2} \sum_{i} \varphi_{i}^{2}+\frac{1}{2} m^{2} \varphi_{0,}^{2}  \tag{2.9}\\
T_{0 i}= & \left(1 / 2 a^{2}\right) \sum_{j} f_{0 j} \partial_{i} \varphi_{j} . \tag{2.10}
\end{align*}
$$

Equation (2.7) for $\beta=i$ and for the metric (2.8) is

$$
\begin{equation*}
T_{i, \alpha}^{\alpha}=(1 / \sqrt{|g|}) \frac{\partial}{\partial x^{\alpha}}\left(\sqrt{|g|} T_{i}^{\alpha}\right)=0 \tag{2.11}
\end{equation*}
$$

The integration of Eqs. (2.11) in the four-dimensional space leads to the conservation of the quantity

$$
\begin{equation*}
P_{i}=a^{3}(t) \int_{t=\text { const. }} T_{i}^{0} d^{3} x . \tag{2.12}
\end{equation*}
$$

To obtain the spin operator we use the infinitesimal transformation of rotation. The total variation of action (2.1) is

$$
\begin{equation*}
\delta S=\int_{R} d^{4} x \delta(\mathscr{L} \sqrt{|g|})+\int_{R} \sqrt{|g|} \mathscr{L} \delta\left(d^{4} x\right) \tag{2.13}
\end{equation*}
$$

where $R$ is a finite region of $V_{4}$.

We make the following infinitesimal transformations of coordinates

$$
\begin{equation*}
x^{\prime \mu}=x^{\mu}+\delta x^{\mu}=x^{\mu}+\xi^{\mu}(x) . \tag{2.14}
\end{equation*}
$$

If the transformation is such that $\bar{\delta} g_{\alpha \beta}=-\left(\xi_{\beta ; \alpha}\right.$ $\left.+\xi_{\alpha ; \beta}\right)=0$, where $\bar{\delta} g_{\alpha \beta}$ indicates only the variation in the form of the function $g_{\alpha \beta}$, Eq. (2.13) results:

$$
\begin{align*}
\delta S= & \int_{R} \frac{\partial}{\partial x^{v}}\left[\frac{\partial(\mathscr{L} \sqrt{|g|})}{\partial\left(\partial \varphi_{\mu} / \partial x^{v}\right)} \bar{\delta} \varphi_{\mu}\right. \\
& \left.+\mathscr{L} \sqrt{|g|} \xi^{v}\right] d^{4} x \tag{2.15}
\end{align*}
$$

where $\bar{\delta} \varphi_{\mu}$ indicates only the variation in the form of the function $\varphi_{\mu}$. Let us consider an infinitesimal transformation of rotation, with $\xi^{\mu}=w^{\mu}{ }_{\nu} x^{\nu}$, where $w^{\mu}{ }_{,}$are the infinitesimal constant parameters of rotation and, moreover, $w^{\mu \nu}$ $=-w^{\nu \mu}$ ( $w^{\mu \nu}$ not constant). Using (2.15), it is possible to define, as is usual, the zero component of the spin angular momentum tensor density $\mathscr{S}_{i \alpha, \beta \mid}^{\nu}$ in the following way:
$\mathscr{S}_{\alpha}^{0} \tau=-\frac{\partial(\mathscr{L} \sqrt{|g|})}{\partial\left(\partial \varphi_{\mu} / \partial x^{0}\right)}\left(g_{\mu \alpha} g^{\beta \tau} \varphi_{\beta}-\delta_{\mu}^{\tau} \varphi_{\alpha}\right)$.
In particular we are interested in the component $\mathscr{S}_{1}^{0}{ }^{2}$ which, for the metric (2.8), results in
$\mathscr{S}_{1}^{0}{ }^{2}=a^{3} g^{\mu \sigma} f_{0 \sigma}\left(g_{\mu 1} g^{\beta 2} \varphi_{\beta}-\delta_{\mu}^{2} \varphi_{1}\right)$.
Therefore the spatial density of the third component of the spin vector $S$ will be:

$$
\begin{equation*}
s_{3}=\int \mathscr{S}_{1}^{0} d^{3} x=a \int d^{3} x\left(f_{02} \varphi_{1}-f_{01} \varphi_{2}\right) \tag{2.18}
\end{equation*}
$$

## 3. THE CAUCHY PROBLEM FOR MASSIVE VECTOR FIELDS

We are now going to obtain the solution for the equation

$$
\begin{equation*}
\left(\Delta-m^{2}\right) \varphi_{v}(x)=0 \tag{3.1}
\end{equation*}
$$

that satisfies the following boundary conditions on an spatial hypersurface $\Sigma$ :

$$
\begin{equation*}
\varphi_{v}(y)=\varphi_{v}^{(\Sigma)}, \quad n^{\rho} \nabla_{\rho} \varphi_{v}(y)=\dot{\varphi}_{v}^{(\mathcal{I})}, \tag{3.2}
\end{equation*}
$$

where $y \in \Sigma$ and $n^{\rho}$ is the unitary normal vector in each point of $\Sigma$ (Cauchy problem). We are also going to show now, generalizing a Lichnerowicz theorem (cf. Ref. 3), the existence of a bitensorial distribution $G_{\mu v}\left(x, x^{\prime}\right)(1-$ tensor in $x$, 1tensor in $x^{\prime}$ ) that will enable us to solve the Cauchy problem. To do so, we write the solution in the following way:

$$
\begin{align*}
\varphi_{\mu}(x)= & \int_{\Sigma}\left[G_{\mu v^{\prime}}\left(x, x^{\prime}\right) \nabla_{\rho^{\prime}} \varphi_{\left(x^{\prime}\right)}^{v^{\prime}}\right. \\
& \left.-\varphi_{\left(x^{\prime}\right)}^{v^{\prime}} \nabla_{\rho^{\prime}} G_{\mu v^{\prime}}\left(x, x^{\prime}\right)\right] n^{\rho^{\prime}} d \sigma^{\prime}, \tag{3.3}
\end{align*}
$$

with $x^{\prime} \in \boldsymbol{E}$.
In Ref. 3, it is shown that if $U$ and $V$ are two vector fields, they satisfy

$$
\begin{gather*}
{\left[\left(\Delta-m^{2}\right) V\right]_{\mu} U^{\mu}-V_{\mu}\left[\left(\Delta-m^{2}\right) U\right]^{\mu}} \\
\quad=-\nabla^{\rho}\left[U^{\alpha} \nabla_{p} V_{\alpha}-V^{\alpha} \nabla_{\rho} U_{\alpha}\right] \tag{3.4}
\end{gather*}
$$

It is known that there are two elementary kernels $E_{\mu^{\prime}}^{+}\left(x, x^{\prime}\right)$ and $E_{\mu \nu^{\prime}}^{-}\left(x, x^{\prime}\right)$, whose support are respectively in the future and in the past of $x^{\prime}$. These kernels are determined, in a unique way, by the following properties:

$$
\begin{equation*}
E_{\mu \nu}^{+}\left(x, x^{\prime}\right)=E_{\mu \nu}^{-}\left(x^{\prime}, x\right) \tag{3.5}
\end{equation*}
$$

$$
\left(\Delta_{x}-m^{2}\right) E_{\mu \nu}^{+}\left(x, x^{\prime}\right)=\delta_{\mu v^{\prime}}\left(x, x^{\prime}\right)
$$

where $\delta_{\mu v^{\prime}}\left(x, x^{\prime}\right)=\mathscr{T}_{\mu v^{\prime}}\left(x, x^{\prime}\right) \delta\left(x, x^{\prime}\right)$ and $\mathscr{T}_{\mu \nu^{\prime}}\left(x, x^{\prime}=x\right)$ $=g_{\mu \nu}(x)$.

If we define

$$
\begin{equation*}
\left\{A^{-}(\varphi)\right\}_{\rho v^{\prime}}=E_{\lambda_{v}}^{-}\left(x, x^{\prime}\right) \nabla_{\rho} \varphi_{(x)}^{\lambda}-\varphi_{(x)}^{\lambda} \nabla_{\rho} E_{\bar{\lambda}}\left(x, x^{\prime}\right), \tag{3.6}
\end{equation*}
$$

and in (3.4) we let $V^{\lambda} \rightarrow \varphi^{\lambda}$ and $U_{\lambda} \rightarrow E_{\lambda \nu^{\prime}}$ it follows that

$$
\begin{align*}
-\nabla^{\rho}(A-(\varphi)]_{\rho v^{\prime}}= & {\left[\left(\Delta_{x}-m^{2}\right) \varphi(x)\right]^{\lambda} E_{\bar{\lambda}}\left(x, x^{\prime}\right) } \\
& -\varphi^{\lambda}(x)\left[\left(\Delta_{x}-m^{2}\right) E^{-}\left(x, x^{\prime}\right)\right]_{\lambda v^{\prime}}  \tag{3.7}\\
= & {\left[\left(\Delta_{x}-m^{2}\right) \varphi(x)\right]^{\lambda} E_{\lambda v^{\prime}}\left(x, x^{\prime}\right) } \\
& -\varphi^{\lambda}(x) \delta_{\lambda v^{\prime}}\left(x, x^{\prime}\right) .
\end{align*}
$$

We consider in the four-dimensional space two regions, $\Omega^{\prime}$ and $\Omega$ " separated by a spatial hypersurface $\Sigma$. The $\eta^{\rho}$ vector is orientated from $\Omega^{\prime \prime}$ to $\Omega^{\prime}$. If $\varphi^{\nu}$ is the solution of the equation $\left(\Delta-m^{2}\right) \varphi^{\nu}=0$, Eq. (3.7) involves

$$
\begin{equation*}
\nabla^{\rho}\left\{A^{-}(\varphi)\right\}_{\rho v^{\prime}}=\varphi^{\lambda}(x) \delta_{\lambda v^{\prime}}\left(x, x^{\prime}\right) . \tag{3.8}
\end{equation*}
$$

Using Stokes thorem we write

$$
\begin{equation*}
\int_{\Omega^{\prime}} \nabla^{\rho}\left\{A^{-}\{\varphi)\right\}_{\rho v^{\prime}} d^{4} x=\operatorname{Flux}_{\Sigma} A^{-}(\varphi) \tag{3.9}
\end{equation*}
$$

Taking into account (3.8) and (3.9) it follows that

$$
\begin{equation*}
\operatorname{Flux}_{\Sigma} A^{-}(\varphi)=\varphi_{v^{\prime}}\left(x^{\prime}\right) \epsilon^{\prime}\left(x^{\prime}\right), \tag{3.10}
\end{equation*}
$$

where

$$
\epsilon^{\prime}\left(x^{\prime}\right)=\left\{\begin{array}{l}
1 \text { if } x^{\prime} \in \Omega^{\prime \prime} \\
0 \text { if } x^{\prime} \in \Omega^{\prime}
\end{array}\right.
$$

If we define
$\left\{A^{+}(\varphi)\right\}_{\rho v^{\prime}}=E_{\lambda^{\prime}}^{+}\left(x, x^{\prime}\right) \nabla_{\rho} \varphi^{\lambda}(x)-\varphi^{\lambda}(x) \nabla_{\rho} E_{\lambda_{v}}^{+}\left(x, x^{\prime}\right)$
we obtain

$$
\begin{equation*}
\operatorname{Flux}_{\Sigma} A^{+}(\varphi)=-\varphi_{v^{\prime}}\left(x^{\prime}\right) \epsilon^{\prime \prime}\left(x^{\prime}\right) \tag{3.11}
\end{equation*}
$$

where

$$
\epsilon^{\prime \prime}\left(x^{\prime}\right)= \begin{cases}1 & \text { if } x^{\prime} \in \Omega^{\prime} \\ 0 & \text { if } \\ x^{\prime} \in \Omega^{\prime \prime}\end{cases}
$$

Subtracting expression (3.10) from (3.11), there results

$$
-\operatorname{Flux}\left(A^{+}(\varphi)-A-(\varphi)\right)=\varphi_{v}\left(x^{\prime}\right),
$$

and taking into account the definitions of $A^{+}$and $A^{-}$we see that Eq. (3.3) holds, having as a result

$$
G_{\mu \nu^{\prime}}\left(x, x^{\prime}\right)=E_{\mu \nu^{\prime}}^{+}\left(x, x^{\prime}\right)-E_{\mu v^{\prime}}^{-}\left(x, x^{\prime}\right) .
$$

It is easy to show that if the kernel $G_{\mu v}\left(x, x^{\prime}\right)$ satisfies (3.3), it must have the following properties:

$$
\begin{aligned}
& G_{\mu \nu^{\prime}}\left(x, x^{\prime}\right)=0, \\
& n^{\rho} \nabla^{\rho} G_{\mu \nu^{\prime}}\left(x, x^{\prime}\right)=\mathscr{T}_{\mu \nu^{\prime}} \delta\left(x, x^{\prime}\right),
\end{aligned}
$$

$$
n^{\rho} n^{\sigma} \nabla_{\rho} \nabla_{\sigma^{\prime}} G_{\mu v}\left(x, x^{\prime}\right)=0
$$

for $x, x^{\prime} \in \Sigma$.
We are going to deal now with the solution of the following system of equations:

$$
\begin{align*}
& \left(\Delta-m^{2}\right) \varphi_{v}=0  \tag{3.12}\\
& \nabla_{v} \varphi^{v}=0 \tag{3.13}
\end{align*}
$$

It will be shown that if the following conditions are imposed:

$$
\begin{equation*}
\nabla_{\mu} \varphi^{\mu}(y)=0, \quad n^{\rho} \partial_{\rho}\left(\nabla_{\mu} \varphi^{\mu}\right)(y)=0, \quad y \in \Sigma \tag{3.14}
\end{equation*}
$$

on a $\varphi_{\mu}(x)$ field that satisfies (3.12), then the field has covariant divergence equal to zero in all the points of the spacetime.

Taking into account that

$$
\nabla_{\mu}\left[\left(\Delta-m^{2}\right) \varphi\right]^{\mu}=\left(\Delta-m^{2}\right)\left(\nabla_{\mu} \varphi^{\mu}\right)
$$

and as $\varphi^{\mu}(x)$ satisfies (3.12) it results that

$$
\begin{equation*}
\left(\Delta-m^{2}\right)\left(\nabla_{\mu} \varphi^{\mu}\right)=0 \tag{3.15}
\end{equation*}
$$

The covariant divergence $\nabla_{\mu} \varphi^{\mu}$ satisfies (3.15) and the boundary conditions (3.14). Using the Cauchy problem solution for a scalar field it follows that $\nabla_{\mu} \varphi^{\mu}=0$ holds for all the points of the curved space-time. In this way we have shown that the system of equations (3.12) and (3.13) is equivalent to Eq. (3.12) with the boundary conditions (3.14) on the hypersurface $\Sigma$. The kernel $G_{\mu v}\left(x, x^{\prime}\right)$, defined above, satisfies Eq. (3.12) but has no covariant divergence equal to zero. It is easily shown that, in the case of a vector field with covariant divergence equal to zero, the kernel $G_{\mu v}\left(x, x^{\prime}\right)$ in (3.3) is replaced by:

$$
\begin{equation*}
X_{\mu \nu^{\prime}}\left(x, x^{\prime}\right)=G_{\mu \nu^{\prime}}\left(x, x^{\prime}\right)-\frac{\nabla_{\mu} \nabla_{\nu^{\prime}}}{m^{2}} G\left(x, x^{\prime}\right) \tag{3.16}
\end{equation*}
$$

where $G\left(x, x^{\prime}\right)$ is the kernel of the solution of the Cauchy problem for a scalar field.

Therefore we have the result

$$
\begin{align*}
\varphi_{\mu}(x)= & \int_{\mathcal{E}}\left[X_{\mu \lambda^{\prime}}\left(x, x^{\prime}\right) \nabla_{\rho^{\prime}} \varphi^{\lambda^{\prime}}\left(x^{\prime}\right)\right. \\
& \left.-\varphi^{\lambda^{\prime}}\left(x^{\prime}\right) \nabla_{\rho^{\prime}} X_{\mu \lambda^{\prime}}\left(x, x^{\prime}\right)\right] n^{\rho^{\prime}} d \sigma^{\prime} \tag{3.17}
\end{align*}
$$

Moreover, as $X_{\mu v^{\prime}}\left(x, x^{\prime}\right)$ satisfies the equations

$$
\left(\Delta_{x}-m^{2}\right) X_{\mu v^{\prime}}\left(x, x^{\prime}\right)=g^{\rho \mu} \nabla_{\rho} X_{\mu v^{\prime}}\left(x, x^{\prime}\right)=0
$$

this kernel has the proper properties to be considered the commutators of the massive vector field

$$
\left[\varphi_{\mu}(x) ; \varphi_{v^{\prime}}\left(x^{\prime}\right)\right]=i X_{\mu \nu}\left(x, x^{\prime}\right) .
$$

## 4. BASE OF SOLUTIONS AND DECOMPOSITION IN POSITIVE AND NEGATIVE FREQUENCIES

In order to establish orthogonal conditions on the solutions of the field equations, it is necessary to define an inner product. $\Sigma$ being a Cauchy hypersurface and $u^{\rho}$ and $v^{\rho}$ two vector fields, we define:

$$
\begin{align*}
\left\langle u^{\lambda}, v_{\lambda}\right\rangle_{\Sigma} & =i \int_{\Sigma}\left[\left(\nabla_{\rho} u^{\lambda}\right) v_{\lambda}-\stackrel{*}{u}^{\lambda}\left(\nabla_{\rho} v_{\lambda}\right)\right] n^{\rho} d \sigma \\
& =i \int_{\Sigma} \theta_{\rho} n^{\rho} d \sigma . \tag{4.1}
\end{align*}
$$

If $u^{\rho}$ and $v^{\nu}$ are solutions of Eq. (3.1) it is easy to show that the inner product, defined in this way, does not depend
upon the hypersurface $\boldsymbol{\Sigma}$. It is also shown that

$$
\left\langle u^{\lambda}, v_{\lambda}\right\rangle=\left\langle v^{\lambda}, u_{\lambda}\right\rangle^{*},
$$

so that the product is Hermitian, and therefore $\left\langle u^{\lambda}, u_{\lambda}\right\rangle$ is real. It is important to emphasize that $\left\langle u^{\lambda}, u_{\lambda}\right\rangle$ is not a positive definite number. It can be shown using (4.1), that if

$$
\left\langle u^{\lambda}, u_{\lambda}\right\rangle>0 \text { then }\left\langle\begin{array}{c}
* \\
u^{\lambda}, u_{\lambda}
\end{array}\right\rangle<0 .
$$

We stress that $\theta_{p}$ in (4.1), with $u^{\rho}=v^{\rho}$ is the usual fourvector current when the field is complex.

Using (4.1), the Cauchy problem solution (3.17) is

$$
\begin{equation*}
\varphi_{u}(x)=i\left\langle X_{\mu v}\left(x, x^{\prime}\right) ; \varphi_{\left\langle x^{\prime}\right|}^{v^{\prime}}\right\rangle, \quad x^{\prime} \in \Sigma . \tag{4.2}
\end{equation*}
$$

Let $\left\{\phi_{(a)}^{\mu}\right\} \cup\left\{\stackrel{*}{\phi}_{(a)}^{\mu}\right\}$ be a basis of the space of complex solutions of Eqs. (3.12) and (3.13), where (a) is a pair of indices, one, $k$, continuous and the other $s$ discrete to denote momentum and spin, respectively, as we are going to see later on). This basis will be called orthonormal if it satisfies

$$
\begin{align*}
& \left\langle\phi_{k s}^{\mu} ; \phi_{\mu k^{\prime} s^{\prime}}^{*}\right\rangle=-\delta\left(\underline{k}-\underline{k}^{\prime}\right) \delta_{s s^{\prime}}, \\
& \left\langle\hat{\phi}_{\underline{k s} s}^{*} ; \phi_{\mu \underline{k}^{\prime} s^{\prime}}^{\mu}\right\rangle=\delta\left(\underline{k}-\underline{k}^{\prime}\right) \delta_{s s^{\prime}},  \tag{4.3}\\
& \left\langle\phi_{k s}^{\mu} ; \dot{\phi}_{\mu k^{\prime} s^{\prime}}^{*}\right\rangle=0 .
\end{align*}
$$

Any solution of the system of Eqs. (3.12) and (3.13) will be expanded in this basis in the following way:

$$
\varphi^{\prime \prime}(x)=\sum_{s} d^{3} \underline{k}\left(a_{\underline{k s}} \phi_{\underline{k s}}^{\mu}(x)+a^{*}\right)
$$

where the coefficients of the expansion satisfy

$$
\begin{align*}
& a_{\underline{k s}}=-\left\langle\phi_{\underline{k s}}^{\rho^{\prime}}\left(x^{\prime}\right) ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle  \tag{4.5}\\
& \stackrel{a}{k s}^{a_{\underline{k s}}}=\left\langle\hat{\phi}_{\underline{k s}}^{\prime o}\left(x^{\prime}\right) ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle
\end{align*}
$$

In the quantization process the coefficients $a_{k s}$ and $\stackrel{*}{k s}_{a_{k}}$ become the operators that satisfy the following relations of commutation:

$$
\begin{aligned}
& {\left[a_{k s} ; a_{\underline{k} s^{\prime}}\right]=\left[a_{k s}^{+} ; a_{k^{\prime} s^{\prime}}^{+}\right]=0,} \\
& {\left[a_{\underline{k s}} ; a_{k^{\prime} s^{\prime}}^{+}\right]=\delta\left(\underline{k}-\underline{k}^{\prime}\right) \delta_{s s^{\prime}} .}
\end{aligned}
$$

Replacing the expressions (4.5) in (4.4) results in

$$
\begin{align*}
\varphi_{|x|}^{\mu}= & \left\langle\int d ^ { 3 } \underline { k } \sum _ { s } \left\{\phi_{k s}^{\mu}(x) \stackrel{*}{\phi_{\underline{k s}}^{\prime}}\left(x^{\prime}\right)\right.\right. \\
& \left.\left.-\stackrel{\phi}{k s s}_{\mu}^{\mu}(x) \phi_{k s}^{\rho^{\prime}}\left(x^{\prime}\right)\right\} ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right) \tag{4.6}
\end{align*}
$$

Comparing (4.6) with (4.2) we see that we have obtained the development of the kernel $X^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)$ in the basis $\left\{\phi_{\underline{k s}}^{\mu}\right\} \cup\left\{\stackrel{*}{\phi}_{\underline{k s}}^{\mu}\right\}$
$X^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)=i \int d^{3} \underline{k} \sum_{s}\left\{\phi_{\underline{k s}}^{\mu}(x) \stackrel{*}{\phi} \underset{\underline{k s}}{p_{s}^{\prime}}\left(x^{\prime}\right)-\stackrel{*}{\phi_{\underline{k s}}^{\mu}}(x) \phi_{\underline{k s}}^{\rho \prime}\left(x^{\prime}\right)\right\}$. (4.7)

With the aim of performing the quantization in the curved space-time, it is necessary to generalize, in some way,
the decomposition into positive and negative frequencies of the fields' theory of the flat space-time. Taking into account (4.6), the $\varphi^{\mu}(x)$ field can be decomposed in the following way:

$$
\varphi^{\mu}(x)=\stackrel{\oplus}{\varphi^{\mu}(x)}+\stackrel{\ominus}{\varphi^{\mu}(x)}
$$

where

$$
\begin{align*}
& \varphi^{\mu}(x)=\left\langle\int d^{3} \underline{k} \sum_{s}\left\{\phi_{\underline{k s}}^{\mu}(x) \stackrel{\dot{\phi}_{k s}^{\prime}}{\underline{k \prime}}\left(x^{\prime}\right)\right\} ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle, \\
& \stackrel{\ominus}{\varphi^{\mu}(x)}=\left\langle-\int d^{3} \underline{k} \sum_{s}\left\{\hat{\phi}_{\underline{k s}}^{*}(x) \phi_{\underline{k}}^{p \prime}\left(x^{\prime}\right)\right\} ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle . \tag{4.8}
\end{align*}
$$

Considering the orthogonality conditions (4.3) it is possible to find that

$$
\begin{array}{ll}
\left\langle{\stackrel{\oplus}{\varphi^{\mu}}(x)}, \stackrel{\oplus}{\varphi_{\mu}}(x)\right\rangle>0 \\
\left\langle\stackrel{\ominus}{\varphi}_{\mu}(x),\right. & \left.\stackrel{\ominus}{\varphi_{\mu}}(x)\right\rangle<0
\end{array}
$$

therefore we shall assign $\varphi$ and $\varphi$ to the parts of positive and negative frequencies, respectively.

Now defining

$$
\begin{aligned}
& \stackrel{\ominus}{X}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)=i \int d^{3} \underline{k} \sum_{s} \phi_{\underline{k s}}^{\mu}(x) \stackrel{*}{\phi_{\underline{k s}}^{p}}\left(x^{\prime}\right), \\
& \stackrel{\oplus}{X^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)}=-i \int d^{3} k \sum_{s} \stackrel{*}{\phi}_{\underline{k s}}^{\mu}(x) \phi_{\underline{k s} s}^{\rho \prime}\left(x^{\prime}\right),
\end{aligned}
$$

it is possible to write

$$
\begin{aligned}
& \stackrel{\oplus}{\varphi^{\mu}(x)}=i\left\langle\stackrel{\ominus}{X}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right) ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle \\
& \varphi^{\mu}(x)=i\left\langle\dot{X}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right) ; \varphi_{\rho^{\prime}}\left(x^{\prime}\right)\right\rangle
\end{aligned}
$$

We have to notice that the kernels $\stackrel{\oplus}{X}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)$ and $\stackrel{\ominus}{X^{\mu \rho^{\prime}}}\left(x, x^{\prime}\right)$ of the curved space-time, play a role similar to that of the kernels $\Delta^{\oplus \mu \rho}\left(x-x^{\prime}\right)$ and $\Delta^{\Theta \mu \rho}\left(x-x^{\prime}\right)$ of the field theory of the flat space-time.

It is possible to generalize the $\Delta_{1}^{\mu \rho}\left(x-x^{\prime}\right)$ kernel, defining

$$
\begin{align*}
X_{1}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right) & =i\left(\stackrel{\oplus}{X^{\mu \rho^{\prime}}}-\stackrel{\ominus}{X^{\mu \rho^{\prime}}}\right)\left(x, x^{\prime}\right) \\
& =\int d^{3} \underline{k} \sum_{s}\left\{\stackrel{\phi}{\phi}_{\underline{k s}}^{*}(x) \phi_{\underline{k s}}^{\rho^{\prime}}\left(x^{\prime}\right)+\stackrel{+}{\phi}_{\underline{k s}}^{\rho^{\prime}}\left(x^{\prime}\right) \phi_{\underline{k s}}^{\mu}(x)\right\} . \tag{4.9}
\end{align*}
$$

There is an important difference between the properties of the $X^{\mu \rho \prime}\left(x, x^{\prime}\right)$ and $X_{1}^{\mu \rho \prime}\left(x, x^{\prime}\right)$ kernels. While the kernel $X^{\mu \rho \prime}\left(x, x^{\prime}\right)$ is unique, and therefore, when it is written in the form (4.7) results in being independent of the selected basis $\left\{\phi_{k s}^{\mu}\right\} \cup\left\{\phi_{k s}^{* \mu}\right\}$, the kernel $X_{1}^{\mu \rho}\left(x, x^{\prime}\right)$ is not independent of the basis. This is due to the fact that the vector sets of positive and negative norm do not constitute a vectorial subspace.

In Refs. 1 and 2, the impossibility of determining a
unique kernel $G_{1}\left(x, x^{\prime}\right)$ for the case of the scalar field has been largely discussed. To solve the problem we suppose that a kernel $G_{1}^{(\Sigma)}\left(x, x^{\prime}\right)$ exists for each Cauchy hypersurface $\boldsymbol{\Sigma}$. In a similar way we can solve the problem in the case of a vector field. We suppose that there is a different decomposition of solutions of positive (and negative) frequencies, for each Cauchy hypersurface $\Sigma$ of the curve space-time. Consequently, there is going to be a kernel $X_{1}^{(\Sigma) \mu \rho \prime}\left(x, x^{\prime}\right)$, different for each Cauchy hypersurface $\Sigma$. This fact of nonuniqueness of the kernel $X_{1}^{(\mathcal{\Sigma}) \mu \rho \prime}\left(x, x^{\prime}\right)$ is also shown when the Bogolyubov transformation is performed. While the kernel $X^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)$ is invariant under a transformation of this type, $X_{1}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)$ is not (cf., e.g., Ref. 9). As was said in the introduction, we are going to consider the Bogolyubov transformation as a possible mechanism for particle creation. In the next section we shall analyze, for the case of a vector field, this transformation.

## 5. BOGOLYUBOV TRANSFORMATION

Let $\left\{\phi_{k s}^{(N) \mu}\right\} \cup\left\{\phi_{k s}^{(\sigma) \mu *}\right\}$ be a basis of the space of solutions of the equations (3.12) and (3.13) that satisfy the initial conditions in the time $t=\mathscr{T}$; and $\left\{\phi_{k s}^{(\mathscr{F} \cdot / \mu}\right\} \cup\left\{\phi_{k s}^{* / \mathscr{F} \cdot \mu}\right\}$ the basis of the space of solutions that satisfy the initial conditions in the time $t=\mathscr{T}^{\prime}$ (cf. Ref. 12). As both sets of functions are basis solutions of the space of complex solutions of the same differential equations, there will have to be such adequate complex coefficients $\alpha_{k s, k^{\prime} s^{\prime}}$ and $\beta_{k s, k^{\prime} s^{\prime}}$ as will enable us to write a set of solutions of one function in terms of another, in the following way:

This means that a classical solution, which is a solution of positive (or negative) frequencies in the "out" region, is a mixture of solutions of positive and negative frequencies in the "in" region and vice versa. As we shall see in Sec. 6, for the type of metric used, we are going to take as the basis of solutions those with well defined linear momentum $k$. Equation (5.1) is then reduced to:
and therefore

From Eqs. (5.2), (5.3), and (4.4) the following Bogolyubov transformation on the $a_{k s}$ and $a^{+}{ }_{k s}$ operators results:

$$
\begin{equation*}
a_{\underline{k s},}^{\left(\sigma^{\prime \prime}\right)}=\sum_{s}\left\{\alpha_{\underline{k s s^{\prime}}} a_{\underline{k s}}^{(s)}+\stackrel{\beta}{\beta}_{\underline{k s s^{\prime}}}^{*} \stackrel{+}{(\sigma)} \underset{-\underline{k s}}{(r)}\right\}, \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
\stackrel{+}{a}_{\underline{k s s^{\prime}}}^{(\mathscr{T})}=\sum_{s}\left\{\stackrel{*}{\alpha}_{\underline{k s s^{\prime}}} \stackrel{+}{k s s}_{(\mathscr{F})}^{(\mathscr{s})}+\beta_{\underline{k s s^{\prime}}} \underset{-\underline{k s}}{(\mathscr{T})}\right\} . \tag{5.5}
\end{equation*}
$$

Using the orthogonality conditions (4.3) in $\mathscr{T}$ and in $\mathscr{T}^{\prime}$ and taking into account (5.2) and (5.3) we arrive to the following equations for the $\alpha_{k s s^{\prime}}$ and $\beta_{\underline{k s s^{\prime}}}$ coefficients:

$$
\begin{align*}
& \sum_{s}\left(\alpha_{\underline{k s s^{\prime}}}^{*} \alpha_{\underline{k s} s^{\prime} s^{\prime}}-\beta_{-\underline{k s s^{\prime}}} \stackrel{*}{\beta}_{-\underline{k s} s^{\prime} s^{\prime}}\right)=\delta_{s s^{\prime \prime}}  \tag{5.6}\\
& \sum_{s^{\prime}}\left(\stackrel{*}{\beta}_{-\underline{k s s^{\prime}}}^{*} \alpha_{-k s^{*} s^{\prime}}^{*}-{\stackrel{*}{k s s^{\prime}}}^{*} \stackrel{*}{k}_{\underline{k s} s^{\prime}}\right)=0 \tag{5.7}
\end{align*}
$$

On the other hand, if we suppose that in the time $t=\mathscr{T}$ the universe is in the $|0\rangle_{5}$ vacuum-state, we have the result

$$
N_{\underline{k s}}^{(\mathscr{F})}|0\rangle_{\mathscr{J}}=a_{\underline{k s}}^{+(\mathscr{F})} a_{\underline{k s}}^{(\mathscr{F})}|0\rangle_{\mathscr{F}}=0,
$$

where $N_{k s}^{(\mathscr{)}}$ is the operator number of particles in the $k$ mode and $s$ spin component. Making use of Eqs. (5.4) and (5.5) it follows that the mean number of particles present, in the $\underline{k}$ mode, and with $s$ spin components, in a $(L a(t))^{3}$ volume and in a time $\mathscr{T}^{\prime}>\mathscr{T}$ is,

$$
\mathscr{I}\langle 0| N_{\underline{k s}}^{(\mathscr{F} \cdot)}|O\rangle_{\mathscr{Y}}=\sum_{s \prime}\left|\beta_{\underline{k s s}}\right|^{2} .
$$

Therefore the mean density of particles present in the time $\mathscr{T}^{\prime}>\mathscr{T}$ is
$N^{(T)}=\lim _{L \rightarrow \infty} \frac{1}{[L a(t)]^{3}} \sum_{k, S}\langle 0| N_{k s}^{(\mathscr{F} \cdot)}|0\rangle_{\mathscr{K}} ;$
replacing $\Sigma_{\underline{k}} \rightarrow(L / 2 \pi)^{3} s d^{3} \underline{k}$ leads to

$$
\begin{equation*}
N^{\left(s^{\prime}\right)}=\frac{1}{[2 \pi a(t)]^{3}} \int d^{3} \underline{k} \sum_{s s^{\prime}}\left|\beta_{\underline{k s^{\prime}}}\right|^{2} \tag{5.8}
\end{equation*}
$$

The necessary and sufficient condition to obtain finite mean density of particles must be

$$
\begin{equation*}
\int d^{3} \underline{k} \sum_{s s^{\prime}}\left|\beta_{\underline{k s s^{\prime}}}\right|^{2}<\infty \tag{5.9}
\end{equation*}
$$

## 6. SOLUTION OF THE FIELD EQUATIONS

We are going to realize our study of the massive vector field for the metric (2.8). The only nonvanishing components of the Christoffel symbols are

$$
\Gamma_{i i}^{0}=a(t) \dot{a}(t), \quad \Gamma_{0 i}^{i}=\Gamma_{i 0}^{i}=\frac{\dot{a}(t)}{a(t)} .
$$

In the previous expressions we do not have to sum on the repeated latin indices.

The components of the contracted curvature tensor $\boldsymbol{R}_{\mu \nu \rho .}{ }^{\mu}$ are

$$
\begin{aligned}
& R_{00}=-3 \frac{\ddot{a}(t)}{a(t)} \\
& R_{i i}=2 \dot{a}^{2}(t)+a(t) \ddot{a}(t), \\
& R_{\mu v}=0 \text { if } \mu \neq v .
\end{aligned}
$$

With the Christoffel symbols and the contracted curvature it is possible to develop Eq. (2.3) and (2.4). From Eq. (2.3) there results
$\frac{\partial^{2}}{\partial t^{2}} \varphi^{0}-\frac{1}{a^{2}(t)} \nabla^{2} \varphi^{0}+5 H(t) \frac{\partial}{\partial t} \varphi^{0}$

$$
\begin{align*}
& \frac{\partial^{2}}{\partial t^{2}} \varphi^{0}-\frac{1}{a^{2}(t)} \nabla^{2} \varphi^{0}+5 H(t) \frac{\partial}{\partial t} \varphi^{0} \\
& \quad+\left(m^{2}-\frac{R(t)}{2}\right) \varphi^{0}=0,  \tag{6.1}\\
& \frac{\partial^{2}}{\partial t^{2}} \varphi^{j}-\frac{1}{a^{2}(t)} \nabla^{2} \varphi^{j}+5 H(t) \frac{\partial}{\partial t} \varphi^{j} \\
& \quad+\left[m^{2}-\frac{R(t)}{3}+2 H^{2}(t)\right] \varphi^{j}-\frac{2 H(t)}{a^{2}(t)} \frac{\partial}{\partial x^{j}} \varphi^{0}=0 \tag{6.2}
\end{align*}
$$

where $H(t)=\dot{a}(t) / a(t)$ is the Hubble coefficient and $R(t)=R_{\mu}^{\mu}(t)=-6\left(\ddot{a}(t) / a(t)+H^{2}(t)\right)$ is the scalar curvature.

Equation (2.4) is written

$$
\begin{equation*}
\frac{\partial}{\partial t} \varphi^{0}+\sum_{j=1}^{3} \frac{\partial}{\partial x^{j}} \varphi^{j}+3 H(t) \varphi^{0}=0 \tag{6.3}
\end{equation*}
$$

A basis of solutions of the system (6.1), (6.2), and (6.3) may be obtained through the method of separation of variables. In this manner we obtain the solutions in the form

$$
\begin{equation*}
\phi_{\underline{h}}^{\mu}(t, \bar{x})=f_{\underline{h}}^{\mu}(t) e^{-i \underline{h} \cdot \bar{x}} \tag{6.4}
\end{equation*}
$$

The functions $f_{h}^{\mu}(t)$ must satisfy the following system of ordinary differential equations:
$\ddot{f}_{\underline{h}}^{0}(t)+5 H\left(t \left\lvert\, \dot{f}_{\underline{h}}^{0}(t)+\left(\omega^{2}-\frac{R(t)}{2}\right) f_{\underline{h}}^{0}(t)=0\right.\right.$,
$\ddot{f}_{\underline{h}}^{j}(t)+5 H\left(t \left\lvert\, \dot{f}_{\underline{h}}^{j}(t)+\left(\omega^{2}-\frac{R(t)}{3}+2 H^{2}(t)\right) f_{\underline{h}}^{j}(t)\right.\right.$

$$
\begin{equation*}
=2 i h^{j} H(t) f_{h}^{0}(t), \tag{6.6}
\end{equation*}
$$

$\dot{f}_{\underline{h}}^{0}(t)-i \sum_{m=1}^{3} h_{m} f_{\underline{h}}^{m}(t)+3 H(t) f_{\underline{h}}^{0}(t)=0$,
where $w=\left(m^{2}+\underline{h}^{2} / a^{2}\right)^{1 / 2}$.
As we have demonstrated, Eq. (6.3) can be replaced by the conditions (3.14) on the Cauchy hypersurface $\Sigma$. Replacing (6.4) in the conditions (3.14) and using Eq. (6.5) we obtain

$$
\begin{align*}
& \dot{f}_{\underline{h}}^{0}(\mathscr{T})-i \sum_{j=1}^{3} h_{j} f_{\underline{h}}^{j}(\mathscr{T})+3 H(\mathscr{T}) f_{\underline{h}}^{0}(\mathscr{T})=0, \\
& 2 H\left(\mathscr{T} \mid \dot{f}_{\underline{h}}^{0}(\mathscr{T})+\left[w^{2}(\mathscr{T})+6 H^{2}(\mathscr{T})\right] f_{\underline{h}}^{o}(\mathscr{T})\right.  \tag{6.8}\\
& \quad+i \sum_{m=1}^{3} h_{m} \dot{f}_{\underline{h}}^{m}(\mathscr{T})=0
\end{align*}
$$

From here onwards the differential equation (6.7) will be replaced by the initial conditions (6.8). The system of equations of second order, (6.5) and (6.6), allow eight linearly independent solutions. Taking into account the condition of zero divergence or the equivalent initial conditions (6.8), the linearly independent solutions are reduced to six. Nevertheless, we only need to know three solutions, which we are going to call $f_{h s}^{\mu}(t)$, with $s=1,2,3$. We are also going to indicate $\phi_{h s}^{\mu}(t, \bar{x})=f_{\underline{h} s}^{\mu}(t) e^{-i h \cdot \bar{x}}$. First it is shown that, if $f_{h s}^{\mu}(t)$ satisfies (6.5), (6.6), and (6.8), $f_{-h s}^{\mu_{s}^{*}}(t)$ also satisfies them. If the $\phi_{h s}^{\mu}(t, \bar{x})$ functions satisfy the orthogonality conditions (4.3), it is easily demonstrated that the six functions $f_{h s}^{\mu}(t)$ and $f_{-\underline{h s}}^{\mu *}(t)$ are linearly independent. Any real solution of the system of equations

$$
\left(\Delta-m^{2}\right) \varphi^{\nu}=0, \quad \nabla^{\mu} \varphi_{\mu}=0
$$

can be written as a linear combination of the functions
$\phi_{h s}^{\mu}$ $(x)$ and $\phi_{h s}^{\mu *}(x)$, that is to say,

$$
\phi^{\mu}(x)=\int d^{3} \underline{h} \sum_{s=1}^{3}\left\{a_{\underline{h s}} \phi_{\underline{h s}}^{\mu}(x)+a_{\underline{h} s}^{*} \phi_{\underline{h s}}^{* \mu}(x)\right\} .
$$

We have justified in this way the assumed development in (4.4).

We have to emphasize that the orthogonality conditions (4.3) in $t=\mathscr{T}$ together with those of zero divergence (6.8) are not sufficient to determine the 24 initial conditions

$$
\begin{equation*}
f_{\underline{h s}}^{\mu}(\mathscr{T})=A_{\underline{h s}}^{\mu}, \quad \dot{f}_{\underline{h s}}^{\mu}(\mathscr{T})=B_{\underline{h s}}^{\mu}, \tag{6.9}
\end{equation*}
$$

which are necessary to determine in a unique way a basis for the solutions of the problem. Additional conditions, such as the QEP (Sec. 7) or the diagonalization of the Hamiltonian operator (Sec. 8), are necessary to define the basis of solutions in each time $\mathscr{T}$.

## 7. QUANTUM EQUIVALENCE PRINCIPLE

To define a bitensorial kernel $X^{(\Sigma)_{1} / v^{\prime}}\left(x, x^{\prime}\right)$ for each Cauchy hypersurface $\Sigma$, the following Cauchy data are necessary

$$
\begin{align*}
& \stackrel{(\mathcal{E})}{X_{1}^{\mu \nu \prime}}\left(x, x^{\prime}\right) ; \quad n^{\rho} \partial_{\rho} X_{1}^{(\Sigma)}{ }_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right) ; \\
& x, x^{\prime} \in \Sigma . \tag{7.1}
\end{align*}
$$

We recall that in the flat space-time, and in Cartesian coordinates, the kernel $\Delta_{1}^{\mu \nu \prime \prime}\left(x-x^{\prime}\right)$ is written

$$
\begin{equation*}
\Delta_{1}^{\mu \nu \prime}\left(x-x^{\prime}\right)=\left(g^{\mu \nu}-\partial^{\mu} \partial^{v^{\prime}} / m^{2}\right) \Delta_{1}\left(x-x^{\prime}\right), \tag{7.2}
\end{equation*}
$$

where (cf e.g. Ref. 13):

$$
\begin{align*}
\Delta_{1}\left(x-x^{\prime}\right) & =\frac{1}{(2 \pi)^{3}} \int \frac{\cos w_{k}\left(t-t^{\prime}\right)}{w_{k}} e^{-i \underline{k} \cdot\left(x^{\prime}-\bar{x}\right)} d^{3} \underline{k} \\
& =-\frac{m^{2}}{4 \pi} \operatorname{Im}\left(\frac{H_{1}^{(1)}\left[m\left(\left(x_{\mu}^{\prime}-x_{\mu}\right)\left(x^{\prime \mu}-x^{\mu}\right)\right)^{1 / 2}\right]}{m\left(\left(x_{\mu}^{\prime}-x_{\mu}\right)\left(x^{\mu}-x^{\mu}\right)\right)^{1 / 2}}\right) . \tag{7.3}
\end{align*}
$$

If we write the expression (7.2) in the flat space-time, but in curvilinear coordinates, we obtain

$$
\begin{align*}
\Delta_{1}^{\mu v^{\prime}}\left(x, x^{\prime}\right)= & {\left[t^{\mu v^{\prime}}\left(x, x^{\prime}\right)-\frac{1}{m^{2}} g_{(x)}^{\mu(\alpha}\right.} \\
& \left.\times \frac{\partial}{\partial x^{\alpha}} g^{\nu \beta}\left(x^{\prime}\right) \frac{\partial}{\partial x^{\beta^{\prime}}}\right] \Delta_{1}(s), \tag{7.4}
\end{align*}
$$

where $S$ is the geodesic arc that joins the $x$ and $x^{\prime}$ points, and $t^{\mu \nu^{\prime}}\left(x, x^{\prime}\right)$ is the transport bitensor (cf. e.g., Ref. 3).

As a generalization of the Quantum Equivalence Principle used in Ref. 2 for the case of the scalar field, we are going to state for the case of the vector field the following QEP:
"The ${ }_{X}^{X}{ }_{1}{ }_{1}{ }^{\prime \prime \prime}\left(x, x^{\prime}\right)$ kernel has on the normal Cauchy hypersurface $\Sigma$ the following Cauchy data:

$$
\begin{equation*}
\stackrel{(\Sigma)}{X}_{1}^{\mu v \prime}\left(x, x^{\prime}\right)=\Delta_{1}^{\mu v \prime}\left(x, x^{\prime}\right) \tag{7.5}
\end{equation*}
$$

$$
\begin{align*}
& n^{\rho^{\prime}} \partial_{\rho^{\prime}}^{\stackrel{(\Sigma)}{\left.X_{1}^{\mu}\right)}} \begin{array}{l}
\left.\mu, x^{\prime}\right)=n^{\rho^{\prime}} \partial_{\rho^{\prime}} \Delta_{1}^{\mu v^{\prime}}\left(x, x^{\prime}\right), \\
x, x^{\prime} \in \Sigma
\end{array},
\end{align*}
$$

where in (7.5) and (7.6) the kernel $\Delta_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)$ is the transcription of the expression (7.4) at the curve space-time."

Now, we shall make an evaluation of the Cauchy data for the metric (2.8). For simplicity we suppose that the normal hypersurface $\Sigma$ is the hyperplane $t=\mathscr{T}$. To calculate explicitly $\Delta_{1}(S)$ and $t^{\mu v^{\prime}}\left(x, x^{\prime}\right)$ and to obtain with them $\Delta_{1}^{\mu v \prime}\left(x, x^{\prime}\right)$ (cf. Ref. 2) we are going to make use of Riemannian normal coordinates (cf. e.g., Ref. 14). The use of such coordinates, as was largely discussed in Ref. 2, makes clear the global nature of the problem. The kernels $X_{1}^{(\Sigma) \mu v^{\prime}}\left(x, x^{\prime}\right)$ and $\Delta_{1}^{\mu \prime \prime}\left(x, x^{\prime}\right)$ are equal on the whole normal Cauchy hypersurface. Then we can carry out the calculus to all orders of $H$ when we write the Cauchy data (7.5) and (7.6) using normal coordinates.

Let a point $O$ with coordinates $x_{(0)}=\left(\mathscr{T}, \mathbf{x}_{0}\right)$ and another point $P$ with coordinates $x^{\prime}=\left(t^{\prime}, \mathbf{x}^{\prime}\right)$, and $S=$ the length of the geodesic arc that joins $O$ with $P$. We are going to give the name $v^{\mu}$ to the components of the unitary tangent vector to the geodesic arc at the point $O$, expressed in an orthonormal tetrad with its temporal axis normally orientated to the hypersurface $\Sigma$ at the point $O$. We shall call normal coordinates of the point $P$, with an origin at the point $O$, those obtained with the following coordinates transformation:

$$
\begin{equation*}
{ }^{(N)} \boldsymbol{\mu}^{\prime}=\delta_{\mu}^{\mu \prime} v_{(0)}^{\mu} S \tag{7.7}
\end{equation*}
$$

We have to notice that, in the system of reference, the geodesics passing through the point $O$ are straight, and also they become:

$$
\begin{equation*}
S^{2}=g_{\mu^{\prime} \rho^{\prime}}\left(x_{(0)}\right) \stackrel{(N)}{x^{\mu^{\prime}}} x^{(N)} \tag{7.8}
\end{equation*}
$$

The transformation (7.7), for the metric (2.8), is written

$$
\begin{aligned}
t^{\prime}= & \Delta t+\frac{1}{2} a^{2} H(\Delta \bar{x})^{2}+\frac{1}{3} a^{2}\left(\frac{1}{12} R+H^{2}\right) \\
& \times(\Delta \bar{x})^{2} \Delta t+O\left(H^{3}, \Delta x^{4}\right)
\end{aligned}
$$

$$
\begin{align*}
\stackrel{(N)}{\bar{x}^{\prime}}= & \Delta \bar{x}+H \Delta t \Delta \bar{x}+1 a^{2} H^{2}(\Delta \bar{x})^{2} \Delta \bar{x}  \tag{7.9}\\
& +\frac{1}{3}\left(R / 6-H^{2}\right) \Delta t^{2} \Delta \bar{x}+\bar{O}\left(H^{3}, \Delta x^{4}\right)
\end{align*}
$$

where $\Delta t=t^{\prime}-\mathscr{T}$ and $\Delta \bar{x}=\bar{x}^{\prime}-\bar{x}_{(0)}$. If the deceleration parameter $q \cong 1$, the scalar curvature $R$ is of the same order ofmagnitudeas $H^{2} . O\left(H^{3}, \Delta x^{4}\right)$ and $\bar{O}\left(H^{3}, \Delta x^{4}\right)$ aretermsthat tend to zero like $H^{3}$ when $H \rightarrow 0$, and like $\Delta x^{4}$ when $\Delta x \rightarrow 0$.

Taking into account (7.8) and (7.3), and the metric (2.8), we can write

$$
\begin{aligned}
& \Delta_{1}(s)=\Delta_{1}\left(t^{(N)^{\prime} \cdot 2}-a^{2}(\mathscr{T})^{(N)^{\prime} \cdot 2}\right)^{1 / 2} \\
& =\frac{1}{(2 \pi)^{3}} \int \frac{\cos w_{k} t^{(N i}}{w_{k}} e^{-i \underline{k} \cdot \bar{x}^{\prime \times} a(T)} d^{3} \underline{k} .
\end{aligned}
$$

If in the previous expression we replace $t^{\prime(N)}$ and $\bar{x}^{\prime(N)}$ [Eq. (7.9)], we retain the terms up to the $H$ order, and we make the variable change $\underline{h}=a(\mathscr{T}) \underline{k}$, we obtain

$$
\begin{align*}
\Delta_{1}(S) \cong & \frac{1}{(2 \pi a(\mathscr{T}))^{3}} \int \frac{\cos w\left(\Delta t+\frac{1}{2} a^{2}(\mathscr{T}) H(\mathscr{T}) \Delta \bar{x}^{2}\right)}{w}  \tag{7.10}\\
& \times e^{-i h \cdot \overline{\Delta x}+H(\mathscr{T}) \Delta t \overline{\Delta x})} d^{3} \underline{h},
\end{align*}
$$

where $w=\left(m^{2}+\underline{h}^{2} / a^{2}(\mathscr{T})\right)^{1 / 2}$.
Now, we are going to obtain explicitly the transport bitensor $t^{\mu \nu^{\prime}}\left(x, x^{\prime}\right)$. Let $O$ and $P$ be two points of the curved space-time and $S$ the geodesic arc that joins them. Also let $u^{\alpha}$ be a vector at point $O$ of coordinates $x$, and $u^{\alpha^{\prime}}$ the vector at point $P$ of coordinates $x^{\prime}$ obtained by parallel transport of $u^{\alpha}$ vector on the $S$ geodesic arc. From its definition the transport bitensor satisfies the equation

$$
\begin{equation*}
u^{\alpha^{\prime}}=t_{\alpha}^{\alpha^{\prime}}\left(x, x^{\prime}\right) u^{\alpha} \tag{7.11}
\end{equation*}
$$

and also has the property

$$
\begin{equation*}
t_{\alpha}^{\alpha \prime}\left(x, x^{\prime}=x\right)=\delta_{\alpha}^{\alpha \prime} \tag{7.12}
\end{equation*}
$$

According to (7.11) $t_{\alpha}^{\alpha \prime}\left(x, x^{\prime}\right)$ is a covariant 1-tensor at $x$, $x$, and a contravariant 1-tensor at $x^{\prime}$. The $u^{\alpha^{\prime}}$ vector at point $P$ can be also written

$$
\begin{align*}
u^{\alpha^{\prime}}\left(x^{\prime}\right)= & \delta_{\alpha}^{\alpha \prime} u^{\alpha}(x)-\delta_{\alpha}^{\alpha \prime} \\
& \times \int_{0}^{p} \Gamma_{\beta \gamma}^{\alpha}(\mathrm{y}) u^{\beta}(\mathrm{y}) d y^{\gamma} \tag{7.13}
\end{align*}
$$

where the integral of the second member has to be made on the $S$ geodesic arc that joins $O$ with $P$.

The covariant and contravariant components of the metric tensor, in normal coordinates, neglecting order $H^{3}$ terms are:

$$
\begin{align*}
& \stackrel{(N)}{g}_{o o a,},\left(x^{\prime}\right)=1-\frac{1}{3} a^{2}\left(\frac{1}{6} R-H^{2}\right) \bar{x}^{(N)}, \\
& \stackrel{(N)}{g_{o^{\prime} j^{\prime}}\left(x^{\prime}\right)} \stackrel{(N)}{3} a^{2}\left(\frac{1}{6} R-H^{2}\right) \delta_{k,}^{\prime \prime}, x^{(N)}{ }^{\prime}{ }^{\prime(N)} t^{\prime}, \\
& \left.\stackrel{(N)}{g_{i j}} \stackrel{(N)}{\left(x^{\prime}\right)}\right)=-a^{2} \delta_{j,}^{i,}\left[1+\frac{1}{3}\left(\frac{1}{6} R-H^{2}\right) t^{(N)}\right] \\
& +\frac{1}{3} a^{4} H^{2}\left[\stackrel{(N)}{x} 2^{2} \delta_{j}^{\prime \prime},-\stackrel{(N)}{x^{k}}{ }^{(N)} x^{h} \delta_{k}^{\prime \prime}, \delta_{h,}^{\prime \prime}\right],  \tag{7.14}\\
& \stackrel{(N)}{g^{\sigma^{\prime} \sigma^{\prime}}\left(x^{\prime}\right)}=1+\frac{1}{3} a^{2}\left(\frac{1}{6} R-H^{2}\right) \bar{x}^{(N)}, \\
& \begin{array}{l}
(N))^{d j^{\prime}}\left(x^{\prime}\right) \\
\left.x^{\prime}\right) \\
\frac{1}{3}\left(\frac{1}{6} R-H^{2}\right) x^{(N)}{ }^{j^{\prime}} t^{\prime},
\end{array} \\
& \stackrel{(N)^{i j \prime}}{g^{\prime j j^{\prime}}\left(x^{\prime}\right)}=-\left(1 / a^{2}\right) \delta_{j ;}^{i,}\left[1-\frac{1}{3}\left(\frac{1}{6} R-H^{2}\right)^{\left.(N)^{\prime}\right)}\right] \\
& -\frac{1}{3} H^{2}\left[\begin{array}{c}
(N) \\
\left.\bar{x}^{2} \delta_{j}^{i,}-x^{(N)} x^{i^{\prime}} x^{\prime N}\right)^{j}
\end{array}\right] .
\end{align*}
$$

From (7.14), and with the same approximation, the following components of the affine connection are obtained:

$$
\begin{aligned}
{\stackrel{(N)}{\Gamma})_{j k^{\prime}}^{\prime}}_{\left(x^{\prime}\right)}^{(N)}= & -\frac{1}{3} a^{2} H^{2}\left(\delta_{j^{\prime}}^{\prime} \delta_{m^{\prime}}^{k^{\prime}}+\delta_{k^{\prime}}^{\prime} \cdot \delta_{m^{\prime}}^{\prime}\right. \\
& \left.-2 \delta_{j,}^{k}, \delta_{m,}^{i},\right)^{(N)} x^{m^{\prime}}
\end{aligned}
$$

$\stackrel{(N)}{\Gamma_{j^{\prime} k^{\prime}}^{0^{\prime}}\left(x^{\prime}\right)}=\frac{2}{3} a^{2}\left(\frac{1}{6} R-H^{2}\right) \stackrel{(N)}{t}{ }^{\prime} \delta_{j^{\prime}}^{k^{\prime}}$,
$\stackrel{(N)}{\Gamma}_{\Gamma_{0, k},}^{0,}\left(x^{\prime}\right)=-\frac{1}{3} a^{2}\left(\frac{1}{6} R-H^{2}\right) \stackrel{(N)}{x^{m}} \delta_{m,}^{k \prime}$,
$\stackrel{(N)}{\Gamma}_{0, k,}^{i,}\left(x^{\prime}\right)=\frac{1}{3}\left(\frac{1}{6} R-H^{2}\right)^{(N)}{ }^{\prime} \delta_{k,}^{i \prime}$,
$\stackrel{(N)}{\Gamma}_{\Gamma_{0,0,},}^{(N)}\left(X^{\prime}\right)=-\frac{2}{3}\left(\frac{1}{6} R-H^{2}\right) \stackrel{(N)}{x^{i}}$,
$\stackrel{(N)}{\Gamma}_{\Gamma_{0,0},},\left(\boldsymbol{x}^{\prime}\right)=0$.
In (7.14) and (7.15) $a, H, R$, are evaluated in $t=\mathscr{T}$.
In Eq. (7.13) we can replace $u^{\beta}(y)$ by $u^{\mathcal{B}}(y=x)$ if we retain only the terms in $H^{2}$. Then, in the normal system we have the result:

$$
\begin{equation*}
u^{\alpha^{\prime}}\left(x^{\prime}\right) \cong \delta_{\alpha}^{\alpha \prime} u^{(N)}(x)-\delta_{\alpha}^{\alpha \rho^{\prime}} u^{(N)}(x) \int_{0}^{\beta^{\prime}(N)} \Gamma_{\beta \gamma}^{\alpha}(y) d y^{(N)}{ }^{\gamma} \tag{7.16}
\end{equation*}
$$

Comparing (7.16) to (7.11) we find that the transport bitensor is:
$\stackrel{(N)}{t_{\alpha}^{\alpha \prime}}=\delta_{\alpha}^{\alpha \prime}-\delta_{\xi}^{\alpha \prime} \delta_{\alpha}^{\gamma} \int_{0}^{P(N)} \Gamma_{\gamma v}^{\epsilon} d^{(N)} y^{v}+O\left(H^{4}\right)$.
Replacing (7.15) in (7.17) and integrating we obtain:

$$
\begin{align*}
& \stackrel{(N)}{t_{0}^{0,}}=1+\frac{1}{6} a^{2}\left(\frac{1}{6} R-H^{2}\right)^{(N)} \bar{x}^{\prime 2}, \\
& \stackrel{(N)}{t_{k}}{ }_{k}^{\prime}=-\frac{1}{6} a^{2}\left({ }_{6} R-H^{2}\right) t^{(N)} x^{(N)} x^{k}, \\
& \stackrel{(N)}{t_{k}}{ }_{k}=\delta_{k}^{i \prime}-\frac{1}{3}\left(\frac{1}{6} R-H^{2}\right) \delta_{k}^{i, \frac{1}{2}} t^{(N)_{2}}  \tag{7.18}\\
& +\frac{a^{2} H^{2}}{3}\left\{\delta_{k}^{i, 1} \bar{x}^{(N)}-\frac{1}{2} x^{(N)} x^{(N)} x^{k^{\prime}}\right\}, \\
& t_{0}^{(N)}{ }_{0}^{i \prime}=\frac{1}{6}\left(\frac{1}{6} R-H^{2}\right) x^{(N)} t^{i(N)} .
\end{align*}
$$

Using the inverse transformation of (7.9) we write the transport bitensor in the coordinates where the metric takes the form (2.8):

$$
\begin{align*}
t^{00 \prime}\left(x, x^{\prime}\right)= & 1+\frac{1}{2} a^{2} H^{2}(\Delta \bar{x})^{2} \\
t^{0 i^{\prime}}\left(x, x^{\prime}\right)= & -\left[H+\frac{1}{2}\left(\frac{1}{6} R-3 H^{2}\right) \Delta t\right] \Delta x^{i}, \\
t^{0^{\prime}}\left(x, x^{\prime}\right)= & {\left[H+\frac{1}{2}\left(\frac{1}{6} R-H^{2}\right) \Delta t\right] \Delta x^{i}, }  \tag{7.19}\\
t^{i j}\left(x, x^{\prime}\right)= & -\left(1 / a^{2}(\mathscr{T}) \left\lvert\,\left[1-H \Delta t-\frac{1}{2}\left(\frac{1}{6} R-H^{2}\right) \Delta t^{2}\right]\right.\right. \\
& \left.\times \delta_{j}^{i}+\frac{1}{2} a^{2}(\mathscr{T}) H^{2} \Delta x^{i} \Delta x^{\prime}\right\} .
\end{align*}
$$

In order to simplify the calculus, we are only going to retain linear terms in $H$. For computing

$$
\begin{align*}
& \left.\Delta_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)\right|_{t=t^{\prime}=\mathscr{F}} \\
& \quad=\left.\left(t_{(x, x))}^{\mu v \prime}-\frac{1}{m^{2}} g_{(x)}^{\mu \alpha} g_{(x,)}^{v, \beta,} \frac{\partial}{\partial x^{\alpha}} \frac{\partial}{\partial x^{\beta^{\prime}}}\right) \Delta_{1}(s)\right|_{t=t^{\prime}=\mathscr{F}} \tag{7.20}
\end{align*}
$$

we use the expressions (7.10) and (7.19), and we take into account that in the sense of distribution it is verified that
$\int d^{3} \underline{h} g(\underline{h})\left(\Delta x^{i}\right)^{n} e^{-i \underline{h} \cdot \overline{\Delta x}}$

$$
\begin{equation*}
=(-i)^{n} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \overline{\Delta x}} \frac{\partial^{n}}{\partial h_{i}^{n}} g(\underline{h}) . \tag{7.21}
\end{equation*}
$$

The components of the kernel $\Delta_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)$ on the Cauchy hypersurface $t=\mathscr{T}$ are:

$$
\begin{align*}
\left.\Delta_{1}^{j i t}\right|_{\Delta t=0}= & -\frac{1}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{i} \cdot \overline{\overline{x x}}} \\
& \times\left(\delta_{j}^{i} \frac{1}{a^{2} w}+\frac{h_{i} h_{j}}{a^{4} m^{2} w}\right) \\
\left.\Delta_{i}^{0 i t}\right|_{\Delta t=0}= & \frac{-i}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \overline{\Delta x}} \\
& \times \frac{H h_{i}}{a^{2}}\left(\frac{1}{2 w^{3}}-\frac{1}{m^{2} w}\right),  \tag{7.22}\\
\left.\Delta_{1}^{0^{\prime}}\right|_{\Delta t=0}= & \frac{i}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \overline{\Delta x}} \\
& \times \frac{H h_{i}}{a^{2}}\left(\frac{1}{2 w^{3}}-\frac{1}{m^{2} w}\right), \\
\left.\Delta_{1}^{00^{\prime}}\right|_{\Delta t=0}= & \frac{1}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{--i \underline{h} \cdot \overline{\Delta x}}\left(\frac{1}{w}-\frac{w}{m^{2}}\right)
\end{align*}
$$

In order to determine all the Cauchy data on the hyperplane $t=\mathscr{T}$, it is also necessary to know $\partial / \partial t \Delta_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)$. Deriving the equation (7.20) results in:

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t^{\prime}} \Delta_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)\right|_{\Delta t=0}=\left\{\left[\frac{\partial}{\partial t^{\prime}} t^{\mu v^{\prime}}\left(x, x^{\prime}\right)\right.\right. \\
& \left.\quad-\frac{1}{m^{2}} g^{\mu \alpha}(x)\left(\frac{\partial}{\partial t^{\prime}} g^{\gamma^{\prime \beta}}\left(x^{\prime}\right)\right) \frac{\partial}{\partial x^{\alpha}} \frac{\partial}{\partial x^{\beta^{\prime}}}\right] \Delta_{1}(s) \\
& \quad+\left(t^{\mu \nu}\left(x, x^{\prime}\right)-\frac{1}{m^{2}} g^{\mu \alpha}(x)\right. \\
& \left.\left.\quad \times g^{g^{\prime \beta}}\left(x^{\prime}\right) \frac{\partial}{\partial x^{\alpha}} \frac{\partial}{\partial x^{\beta^{\prime}}}\right) \frac{\partial}{\partial t^{\prime}} \Delta_{1}(s)\right\}_{\Delta t=0} .
\end{aligned}
$$

Using in this equation the expressions (7.19) and (7.10) and working similarly we obtain

$$
\begin{align*}
& \left.\frac{\partial}{\partial t^{\prime}} \Delta_{1}^{j i \prime}\right|_{\Delta t=0} \\
& =\frac{1}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \Delta \bar{x}}\left[\delta_{j}^{i}\left(\frac{2 H}{a^{2} w}+\frac{H m^{2}}{2 a^{2} w^{2}}\right)\right. \\
& \left.+\frac{h_{i} h_{j}}{m^{2} a^{4}} H\left(\frac{3}{w}+\frac{m^{2}}{2 w^{3}}\right)\right], \tag{7.23}
\end{align*}
$$

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t^{\prime}} \Delta_{i}^{0 i \prime}\right|_{\Delta t=0}=\left.\frac{\partial}{\partial t^{\prime}} \Delta_{i}^{i o \prime}\right|_{\Delta t=0} \\
& \quad=-\frac{i}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \Delta \bar{x}\left(\frac{w h_{i}}{a^{2} m^{2}}\right)} \\
& \left.\frac{\partial}{\partial t^{\prime}} \Delta_{1}^{00}\right|_{\Delta t=0}=\frac{1}{(2 \pi a)^{3}} \int d^{3} \underline{h} e^{-i \underline{h} \cdot \overline{\Delta x}} \\
& \quad \times H\left[-\frac{3}{2 w}+\frac{2 w}{m^{2}}-\frac{m^{2}}{2 w^{3}}\right]
\end{aligned}
$$

We have seen that Eq. (4.9) gives us the kernel $X_{1}^{\mu \nu \prime}\left(x, x^{\prime}\right)$ in functions of the basis of solutions. In our case this basis of solutions is:

$$
\begin{equation*}
\phi_{h s}^{\mu}(x)=f_{\underline{h s}}^{\mu}(t) e^{-i \underline{h} \cdot \bar{x}} \tag{7.24}
\end{equation*}
$$

Replacing (7.24) in (4.9) we obtain:

$$
\begin{align*}
& X_{1}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)=\int d^{3} h \sum_{s=1}^{3}\left\{f_{h s}^{*}(\mathscr{T}) f_{\underline{h s}}^{\rho_{s}^{\prime}}\left(t^{\prime}\right)\right. \\
& \left.+f_{-\underline{k s}}^{\mu}(\mathscr{T}) \dot{f}_{-\underline{h_{s}}}^{\rho \prime}\left(t^{\prime}\right)\right\} e^{-i \underline{h}\left(\bar{x}-\bar{x}_{(0)}\right)} . \tag{7.25}
\end{align*}
$$

Equation (7.25) involves:

$$
\begin{align*}
& \left.X_{l}^{\mu \rho^{\prime}}\left(x, x^{\prime}\right)\right|_{z^{\prime}=\mathscr{T}}=\int d^{3} h \sum_{s=1}^{3}\left\{f_{h s}^{\mu}(\mathscr{T}) f_{\underline{h s}}^{\rho^{\prime}}(\mathscr{T})\right. \\
& \left.+f_{-\underline{h s}}^{\mu}(\mathscr{T}) \dot{f}_{-\underline{h} s}^{\rho^{\prime}}(\mathscr{T})\right\} e^{-i \underline{h}\left(\bar{x}-\bar{x}_{(0)}\right)},  \tag{7.26}\\
& \left.\frac{\partial}{\partial t^{\prime}} X_{1}^{\mu \rho}\left(x, x^{\prime}\right)\right|_{t^{\prime}=\mathscr{T}} \\
& =\int d^{3} \underline{h} \sum_{s=1}^{3}\left[\dot{f}_{h s}^{\mu}(\mathscr{T}) \dot{f} \hat{h}_{\underline{h}}^{\prime}(\mathscr{T})+f_{-h s}^{\mu}(\mathscr{T}) \dot{f}{ }_{-h s}^{* \rho_{s}^{\prime}(\mathscr{T})}\right. \\
& \times e^{-i \frac{i n}{}\left(\bar{x}-\bar{x}_{(0)}\right)} \text {. } \tag{7.27}
\end{align*}
$$

Introducing in (7.5) Eqs. (7.22) and (7.26) results in:

$$
\begin{align*}
& \sum_{s=1}^{3}\left\{\dot{f}_{-\underline{h s}}^{i}(\mathscr{T}) f_{-\underline{h s}}^{0}(\mathscr{T})+\dot{f}_{\underline{h s}}^{0}\left(\mathscr{T}{\underset{\underline{h}}{\underline{h}}}_{i}(\mathscr{T})\right\}\right. \\
& =-\frac{i}{(2 \pi a)^{3}} \frac{H}{a^{2}} h_{i}\left[\frac{1}{2 w^{3}}-\frac{1}{m^{2} w}\right], \\
& \sum_{s=1}^{3}\left\{\dot{f}_{-h s}^{i}\left(\mathscr{T} \mid f_{-\underline{h s}}^{j}(\mathscr{T})+\dot{f_{\underline{h s}}^{j}}(\mathscr{T}) f_{\underline{h s}}^{i}(\mathscr{T})\right\}\right. \\
& =-\frac{1}{(2 \pi a)^{3}}\left[\frac{\delta_{j}^{i}}{a^{2} w}+\frac{h_{i} h_{j}}{a^{4} w m^{2}}\right],  \tag{7.28}\\
& \sum_{s=1}^{3}\left\{\dot{f}_{-\underline{h s}}^{*}(\mathscr{T}) f_{-\underline{h s}}^{i}(\mathscr{T})+\dot{f}_{\underline{h} s}^{i}(\mathscr{T}) f_{\underline{h} s}^{0}(\mathscr{T})\right\} \\
& =\frac{i}{(2 \pi a)^{3}} \frac{H}{a^{2}} h_{i}\left[\frac{1}{2 w^{3}}-\frac{1}{m^{2} w}\right], \\
& \sum_{s=1}^{3}\left\{\dot{f}_{-\underline{h s}}^{0}(\mathscr{T}) f_{-\underline{h s}}^{0}(\mathscr{T})+\dot{f}_{\underline{h s}}^{0}(\mathscr{T}) f_{\underline{h} s}^{0}(\mathscr{T})\right\} \\
& =\frac{1}{(2 \pi a)^{3}}\left[\frac{1}{w}-\frac{w}{m^{2}}\right] .
\end{align*}
$$

Similarly, introducing in (7.6) Eqs. (7.23) and (7.27) we obtain

$$
\begin{aligned}
& \sum_{s=1}^{3}\left\{\dot{f}_{-\underline{h s}}^{i}(\mathscr{T}) f_{-\underline{h s}}^{0}(\mathscr{T})+\dot{f}_{\underline{h s}}^{0}(\mathscr{T}) \dot{f}_{\underline{h s}}^{i}(\mathscr{T})\right\} \\
& =-\frac{i}{(2 \pi a)^{3}} \frac{w h_{i}}{a^{2} m^{2}}, \\
& \sum_{s=1}^{3}\left\{\dot{f}_{-{ }_{-h s}}^{0{ }_{n}}\left(\mathscr{T} \mid f_{-\underline{h s}}^{i}(\mathscr{T})+\dot{f}_{\underline{h s}}^{i}(\mathscr{T}) \dot{f}_{\underline{L s}}^{0}(\mathscr{T})\right\}\right. \\
& =-\frac{i}{(2 \pi a)^{3}} \frac{w h_{i}}{a^{2} m^{2}},
\end{aligned}
$$

$$
\begin{align*}
& \sum_{s}^{3}\left\{f_{-\underline{h s}}^{i *}(\mathscr{T}) f_{-\underline{k s}}^{j}(\mathscr{T})+\dot{f}_{\underline{h s}}^{j}\left(\mathscr{T} \mid \dot{f}_{\underline{h s}}^{i}(\mathscr{T})\right\}\right. \\
& =\frac{1}{(2 \pi a)^{3}}\left\{\delta_{j}^{i}\left[\frac{2 H}{a^{2} w}+\frac{H m^{2}}{2 a^{2} w^{3}}\right]\right. \\
& \left.+\frac{h_{i} h_{j}}{m^{2} a^{4}} H\left[\frac{3}{w}+\frac{m^{2}}{2 w^{3}}\right]\right\},  \tag{7.29}\\
& \sum_{s=1}^{3}\left\{f_{-\underline{h s}}^{0 *}(\mathscr{T}) f_{-\underline{h s}}^{0}(\mathscr{T})+f_{\underline{h s}}^{0 *}(\mathscr{T}) \dot{f}_{\underline{h s}}^{0}(\mathscr{T})\right\} \\
& =\frac{1}{(2 \pi a)^{3}} H\left[\frac{2 w}{m^{2}}-\frac{3}{2 w}-\frac{m^{2}}{2 w^{3}}\right] .
\end{align*}
$$

The orthogonality conditions (4.3) imply the following equations on $f_{\underline{h s}}^{\mu}(t)$ and $\dot{f}_{\underline{h s}}^{\mu}(t)$, in $t=\mathscr{T}$ :

$$
\begin{align*}
\sum_{j=1}^{3} & \left\{\dot{f}_{h s}^{j}(\mathscr{T}) \dot{f}_{h s s}^{j}(\mathscr{T})-\dot{f}_{\underline{h s}}^{* j}(\mathscr{T}) f_{h s}^{j}(\mathscr{T})\right\} \\
& =\frac{1}{a^{2}}\left\{\frac{i \delta_{s,}^{s}}{(2 \pi a)^{3}}+\left(\dot{f}_{\underline{k s}}^{0}(\mathscr{T}) \dot{f}_{h s}^{0}(\mathscr{T})-\dot{f}_{h s}^{* 0}(\mathscr{T}) f_{\underline{h s}}^{0}(\mathscr{T})\right)\right\} \tag{7.30}
\end{align*}
$$

$$
\begin{aligned}
& \sum_{j=1}^{3}\left\{f_{\underline{h s}}^{j *}(\mathscr{T}) f_{-\underline{h s}}^{j *}(\mathscr{T})-f_{\underline{k s}}^{j *}(\mathscr{T}) \dot{f}_{-h s}^{j *},(\mathscr{T})\right\} \\
&=\frac{1}{a^{2}}\left\{f_{\underline{h s}}^{0 *}(\mathscr{T}) f_{-h s}^{0 *},(\mathscr{T})-f_{\underline{h s}}^{0 *}(\mathscr{T}) \dot{f}_{-h s s}^{0 *}(\mathscr{T})\right\}
\end{aligned}
$$

The system of equations (7.28)-(7.30) and (6.8) for $f_{h s}^{\mu}(\mathscr{T})$ and $\dot{f}_{\underline{h s}}^{\mu}(\mathscr{T})$ has the following solution:

$$
\begin{align*}
f_{\underline{h s}}^{0}(\mathscr{T})= & -\frac{h_{s}}{a(2 \pi a)^{3 / 2} \sqrt{2 w}} \\
& \times\left[\frac{1}{m}+i \frac{H m}{2 w^{3}}\left(\frac{2 w^{2}}{m^{2}}-1\right)\right] \\
\frac{d}{d t} f_{h s}^{0}(\mathscr{T})= & +\frac{h_{s}}{a(2 \pi a)^{3 / 2} \sqrt{2 w}}\left[\frac{3 H}{m}-i \frac{w}{m}\right]  \tag{7.31}\\
f_{\underline{h s}}^{j}(\mathscr{T})= & -\frac{a}{(2 \pi a)^{3 / 2} \sqrt{2 w}}\left[\frac{\delta_{s}^{j}}{a^{2}}+\frac{h_{j} h_{s}}{a^{4} m(m+w)}\right] \\
\frac{d}{d t} f_{h s}^{j}(\mathscr{T})= & \frac{a}{(2 \pi a)^{3 / 2} \sqrt{2 w}}\left\{\left(2 H+\frac{H m^{2}}{2 w^{2}}-i w\right)\right. \\
& \left.\times\left(\frac{\delta_{s}^{j}}{a^{2}}+\frac{h_{j} h_{s}}{a^{4} m(m+w)}\right)+\frac{H}{m w} \frac{h_{j} h_{s}}{a^{4}}\right]
\end{align*}
$$

We have to remember that in the initial conditions (7.31) the terms in $H^{2}$ had been ignored.

We are going to see later on (Sec. 9) that with the initial conditions (7.31) obtained from the QEP, the mean density of created particles for the Bogolyubov transformation (5.2) is finite.

## 8. HAMILTONIAN DIAGONALIZATION

The metric (2.8) is independent of the spatial coordinates $(\bar{x})$, therefore the $P_{i}$ linear momentum becomes a constant of motion. If we develop the field in a basis $\left\{\phi^{(V)} h_{h s}(x)\right\}$
$\cup\left\{\phi^{(r)} \mu_{h s}^{*}\right\}$ that satisfies the orthogonality conditions (4.3), it is easy to demonstrate that the $P_{i}$ operator is diagonal,

$$
\begin{align*}
\hat{P}_{i}(\mathscr{T}) & =a^{3}(\mathscr{T}) \int d^{3} \bar{x}: \widehat{T}_{i}^{0}: \\
& =-\int d^{3} \underline{h} h_{i} \sum_{s=1}^{3} a+(\mathscr{h s}) a(\mathscr{T}) . \tag{8.1}
\end{align*}
$$

A basis that in $t=\mathscr{T}$ satisfies the orthogonality conditions (4.3) or (7.30), is orthogonal for all other times since the defined inner product (Sec. 4) is independent of the Cauchy hypersurface. For this reason Eq. (8.1) for the operator $\widehat{P}_{i}$ is valid for any time $\mathscr{T}$, independently of any other additional conditions imposed on the chosen basis. On the other hand, as the metric (2.8) depends on the time ( $t$ ) the energy of the massive vector field is not conserved, and if the operator

$$
\begin{equation*}
\widehat{P}_{0}(\mathscr{T})=a^{3}(\mathscr{T}) \int d^{3} \bar{x}: \widehat{T}_{0}^{0}\left(\mathscr{T}_{1} \bar{x}\right): \tag{8.2}
\end{equation*}
$$

is developed in an orthogonal basis the result is not generally diagonal.

The QEP is not the only way to complete the initial conditions $f_{h s}^{\mu}(\mathscr{T})$ and $\dot{f}_{h s}^{\mu}(\mathscr{T})$ to determine the basis of solutions of positive and negative frequencies, on the hypersurface $t=\mathscr{T}$. We can also obtain the additional conditions, if instead of using the QEP, we require that the Hamiltonian operator be diagonal in $t=\mathscr{T}$, that is to say,

$$
\begin{equation*}
\hat{P}_{0}(\mathscr{T})=\int d^{3} \underline{h} w(\mathscr{T}) \sum_{s=1}^{3} a_{\underline{h s}}^{+}(\mathscr{T}) a_{\underline{h s}}(\mathscr{T}) . \tag{8.3}
\end{equation*}
$$

For this purpose we use the following development of the field operator $\hat{\varphi}^{\mu}(x)$ in an orthogonal basis:
$\hat{\varphi}^{\mu}(x)=\int d^{3} \underline{h} \sum_{s=1}^{3}\left\{a_{\underline{h s}}(\mathscr{T})^{\left(\theta^{\prime}\right)}{ }_{\underline{\mu s}}^{\mu}(x)+a_{\underline{h s}}^{+}(\mathscr{T}) \phi_{h s}^{\mu *}(x)\right\}$.
If we replace (2.9) in (8.2), and then use (8.4) we obtain for $P_{0}(\mathscr{T})$ an expression of the form

$$
\begin{align*}
\hat{P}_{0}(\mathscr{T})= & \int d^{3} \underline{h} \sum_{s s^{\prime}} \sum_{1}^{3}\left\{c_{s s^{\prime}}(\mathscr{T}, \underline{h}) a_{\underline{h s}}^{+}(\mathscr{T}) a_{-\underline{h s}}^{+}(\mathscr{T})\right. \\
& +c_{s s^{\prime}}(\mathscr{T}, \underline{h}) a_{\underline{h s}}(\mathscr{T}) a_{-\underline{h s}}(\mathscr{T}) \\
& \left.+D_{s s^{\prime}}(\mathscr{T}, \underline{h}) a_{\underline{h s}}^{+}(\mathscr{T}) a_{\underline{h s^{\prime}}}(\mathscr{T})\right\} . \tag{8.5}
\end{align*}
$$

To diagonalize $\hat{P}_{0}(\mathscr{T})$ we must have $C_{s s}(\mathscr{T}, \underline{h})=0$. Then it follows that:

$$
\begin{align*}
& \sum_{j}\left\{w^{2}(\mathscr{T}) f_{j h s}^{*}(\mathscr{T}) f_{j-h s}^{*}(\mathscr{T})+\dot{f}_{j \underline{k} s}^{*}(\mathscr{T}) \dot{f}_{j-h s}^{*}(\mathscr{T})\right\} \\
&=-a^{2}(\mathscr{T})\left(\left[w^{2}(\mathscr{T})+9 H^{2}(\mathscr{T})\right] f_{0 h s}^{*}(\mathscr{T}) f_{0-h s s}^{*}(\mathscr{T})\right. \\
&+\dot{f}_{0 h s}^{*}(\mathscr{T}) \dot{f}_{0-h s}^{*}(\mathscr{T})+3 H(\mathscr{T})\left\{f_{0 h s}^{*}(\mathscr{T})\right. \\
&\left.\times \dot{f}_{0-\underline{h s},}^{*}(\mathscr{T})+\dot{f}_{O h s}^{*}\left(\mathscr{T} \mid f_{0-\underline{h s}}^{*}(\mathscr{T})\right\}\right) . \tag{8.6}
\end{align*}
$$

Equation (8.6), the orthogonality conditions (7.30), and the condition ( 6.8 ) of zero divergence determine, in a unique way, the following initial conditions:

$$
\begin{aligned}
& f_{\underline{h s}}^{j}(\mathscr{T})=\frac{-a}{(2 \pi a)^{3 / 2}(2 w)^{1 / 2}}\left(\frac{\delta_{s}^{j}}{a^{2}}+\frac{h_{j} h_{s}}{a^{4} m(m+w)}\right) \\
& \frac{d}{d t} f_{\underline{h s}}^{j}(\mathscr{T})=\frac{a}{(2 \pi a)^{3 / 2}(2 w)^{1 / 2}}\{(2 H-i w)
\end{aligned}
$$

$$
\begin{gather*}
\left.\times\left(\frac{\delta_{s}^{j}}{a^{2}}+\frac{h_{j} h_{s}}{a^{4} m(m+w)}\right)\right\}  \tag{8.7}\\
f_{h s}^{0}(\mathscr{T})=-\frac{h_{s}}{m a(2 \pi a)^{3 / 2}(2 w)^{1 / 2}}, \\
\frac{d}{d t} f_{h s}^{0}(\mathscr{T})= \\
-\frac{h_{s}}{a(2 \pi a)^{3 / 2} m(2 w)^{1 / 2}}(3 H-i w) .
\end{gather*}
$$

The conditions $f_{h s}^{j}(\mathscr{T})$ and $\dot{f}_{h s}^{j}(\mathscr{T})$ are the same as those obtained in the quantization of the massive vector field in the flat space-time (cf. e.g. ref. 13).

It is important to emphasize that, in order to obtain Eq. (8.6) we have not supposed $H \Delta x \ll 1$, and therefore the solutions (8.7) are exact.

Obviously the basis compatible with the initial conditions (8.7), diagonalize the operator $\hat{P}_{0}$ only in $t=\mathscr{T}$.

We are going to see later on (Sec. 9) that with the initial conditions (8.7), the corresponding Bogolyubov transformation leads us to an infinite density of created particles.

## 9. PARTICLE CREATION

Finally, we want to analyze the particle creation when we use the theories based either on the QEP or on the diagonalization of the Hamiltonian. To do so, we are going to use the results obtained by Olver on the valuation of error in the approximation WKB. ${ }^{15}$

The first derivatives in the differential equations (6.5) and (6.6) can be eliminated, making the following change of variables:

$$
\begin{equation*}
\eta=\int^{t} a^{-1}\left(t^{\prime}\right) d t^{\prime}, \quad g_{(\eta)}^{\prime t}=a^{2}(t(\eta)) \cdot f^{\mu}(t(\eta)) \tag{9.1}
\end{equation*}
$$

Then, Eqs. (6.5) and (6.6) are:

$$
\begin{align*}
& \frac{d^{2}}{d \eta^{2}} g^{0}(\eta)+a^{2}\left|w^{2}-\frac{1}{6} R-2 H^{2}\right| g^{0}(\eta)=0  \tag{9.2}\\
& \frac{d^{2}}{d \eta^{2}} g^{j}(\eta)+a^{2} w^{2} g^{j}(\eta)=-2 i H h_{j} g^{0}(\eta) \tag{9.3}
\end{align*}
$$

Defining:

$$
P_{r}(\underline{h}, \eta)=\left(a^{2} / h^{2}\right)\left(w^{2}-2 H^{2}-\frac{1}{6} R\right)
$$

Eq. (9.2) can be written so as to use the Olver results (Ref. 15 Theorem 4, p. 800),

$$
\begin{equation*}
\frac{d^{2}}{d \eta^{2}} g^{0}(\eta)+\underline{h}^{2} P_{T}(\underline{h}, \eta) g^{0}(\eta)=0 \tag{9.4}
\end{equation*}
$$

There is a solution of Eq. (9.4) that is written:

$$
\begin{align*}
g^{T}(\eta)= & (2 h)^{-1 / 2} P_{T}^{1 / 4} \\
& \times\left[\exp \left(-i h \int_{0}^{\eta} P_{T}^{1 / 2} d \eta^{\prime}\right)+\epsilon_{T}(\underline{h}, \eta)\right] \tag{9.5}
\end{align*}
$$

which has the following derivative:

$$
\begin{align*}
& \frac{d}{d \eta} g^{T}(\eta)=-i\left(\frac{h}{2}\right)^{1 / 2} P_{T}^{1 / 4}\left\{\left[1-\frac{i}{4 h} P_{T}^{-3 / 2} \frac{d}{d \eta} P_{T}\right]\right. \\
& \quad \times \exp \left(-i h \int_{0}^{\eta} P_{T}^{1 / 2} d \eta^{\prime}\right)-\frac{i}{4 h} P_{T}^{-3 / 2} \frac{d}{d \eta} P_{T} \epsilon_{T}(\underline{h}, \eta) \\
& \left.\quad+i \delta_{T}(\underline{h}, \eta)\right\} . \tag{19.6}
\end{align*}
$$

According to Olver it is easy to show that

$$
\begin{align*}
& \left|\epsilon_{\mathrm{T}}(\leftrightarrows \mathrm{~h}, \eta)\right|, \quad\left|\delta_{\mathrm{T}}(\leftrightarrows \mathrm{~h}, \eta)\right|, \\
& \left(h^{-1} P_{T}^{-3 / 2}\left|\frac{d}{d \eta} P_{T}\right|\right) \lesssim O\left(h^{-3}\right),  \tag{9.7}\\
& \epsilon_{T}(\underline{h}, 0)=\delta_{T}(\underline{h}, 0)=0
\end{align*}
$$

The general solution of (9.2) or (9.4) can be written

$$
\begin{equation*}
g^{0}(\eta)=A^{0} g^{T}(\eta)+B^{0} g^{*}(\eta) \tag{9.8}
\end{equation*}
$$

where $A^{\circ}$ and $B^{0}$ are two arbitrary constants.
The solutions $g^{T}(\eta)$ and $g^{T *}(\eta)$ of (9.4) satisfy

$$
\begin{equation*}
W\left(g^{T}, g^{T^{*}}\right)(\eta)=g^{T} \frac{d}{d \eta} g^{T^{*}}-g^{T^{*}} \frac{d}{d \eta} g^{T}=i \tag{9.9}
\end{equation*}
$$

Now we are going to solve Eq. (9.3). We can consider, in this equation, the second member as a inhomogeneity. The homogeneous equation associated to $(9.3)$ is

$$
\begin{equation*}
\frac{d^{2}}{d \eta^{2}} g^{j}(\eta)+h^{2} P_{E}(h, \eta) g^{j}(\eta)=0 \tag{9.10}
\end{equation*}
$$

with $P_{E}(\underline{h}, \eta)=a^{2} w^{2} / h^{2}$.
Using the Olver approximation a solution $g^{E}(\eta)$ can be obtained from (9.10). These $g^{\boldsymbol{E}}(\eta)$ have properties similar to those of Eqs. (9.5)-(9.7), and (9.9), when we replaced in them, $T$ for $E$.

In this way, we find that the general solution of $(9.10)$ is:

$$
g_{\text {homog }}^{j}(\eta)=A^{j} g^{E}(\eta)+B^{\dot{j}} g^{E}(\eta) .
$$

A particular solution of ( 9.3 ) can be obtained by the method of variation of the constants:

$$
\begin{align*}
g_{\mathrm{PART}}^{j}(\eta)= & g^{E}(\eta) 2 h_{j}\left[A^{0} F_{1}(h, \eta)+B^{0} F_{2}(h, \eta)\right] \\
& -\dot{g}^{E}(\eta) 2 h_{j}\left[A^{0} F_{2}^{*}(h, \eta)+B^{0} F_{1}^{*}(h, \eta)\right], \tag{9.11}
\end{align*}
$$

$F_{1}(h, \eta)=\int_{0}^{\eta} H\left(\eta^{\prime}\right) \dot{g}^{E}\left(\eta^{\prime}\right) g^{T}\left(\eta^{\prime}\right) d \eta^{\prime}$,
$F_{2}(h, \eta)=\int_{0}^{\eta} H\left(\eta^{\prime}\right) \dot{g}^{E}\left(\eta^{\prime}\right) \dot{g}^{T}\left(\eta^{\prime}\right) d \eta^{\prime}$.
Then the general solution of $(9.3)$ is

$$
\begin{equation*}
g^{j}(\eta)=A^{j} g^{E}(\eta)+B^{j^{E}}(\eta)+g_{\mathrm{PART}}^{j}(\eta) . \tag{9.14}
\end{equation*}
$$

Among the general solutions (9.8) and (9.14), the useful ones will be those which satisfy certain intitial conditions. In $t=\mathscr{T}(\eta=0)$ they are named $g_{h s}^{(0) \prime \prime \prime}(\eta)$ and in $t=\mathscr{T}^{\prime}(\eta=\xi)$ they are named $g_{\underline{h s}}^{\left(\xi_{s}^{\prime \prime \prime}\right.}(\eta)$.

We write theseconditions in the form
${ }^{(0)} \boldsymbol{g}_{\underline{h s}}^{\mu}(\eta=0)=\boldsymbol{G}_{\underline{h s}}^{\mu}(0), \quad \frac{d}{d \eta} \stackrel{(0)}{\underline{h s}}_{\mu}^{\boldsymbol{g}_{s}^{\prime}}(\eta=0)=\dot{\boldsymbol{G}}_{\underline{h s}}^{\mu}(0)$,
$g_{\underline{h s}}^{(\xi)}(\eta=\xi)=G_{\underline{h s}}^{\mu}(\xi), \quad \frac{d}{d \eta}{ }^{(\xi)} g_{\underline{h s}}^{\mu}(\eta=\xi)=\nabla_{\underline{h s}}^{\mu}(\xi)$.
Later on, it will be useful to suppose that the initial conditions (9.15) and (9.16) are

$$
\begin{equation*}
G_{\underline{h s s}}^{0}=G_{\underline{h}}^{0} h_{s}, \quad G_{\underline{h} s}^{\nabla_{s}^{0}}=G_{h}^{\nabla^{0}} h_{s}, \tag{9.17}
\end{equation*}
$$

$$
\begin{equation*}
G_{\underline{h s}}^{j}=\gamma_{h} \delta_{s}^{j}+\mu_{h} h_{j} h_{s}, \quad G_{\underline{h s}}^{\nabla j}=\gamma_{h}^{\nabla} \delta_{s}^{j}+\mu_{h}^{\nabla} h_{j} h_{s} . \tag{9.18}
\end{equation*}
$$

We can determine in (9.8) and (9.14) the values of the constants $A^{0}, B^{0}, A^{j}$, and $B^{j}$ in such a way that the conditions (9.16) are satisfied. These values are:

$$
\begin{align*}
& B^{0}=\stackrel{(\xi)}{B_{h s}^{0}}=i h_{s}\left\{G_{h}^{0}(\xi) \frac{d}{d \eta} g^{T}(\xi)-G_{h}^{\nabla^{0}}(\xi) g^{T}(\xi)\right\},  \tag{9.19b}\\
& A^{j}=\stackrel{(5)}{A_{\underline{h s}}^{j}}=-i\left\{\frac{d}{d \eta} \dot{g}^{E}(\xi)\left[\gamma_{h}(\xi) \delta_{s}^{j}+\mu_{h}(\xi) h_{j} h_{s}\right]\right. \\
& \left.-\left[\gamma_{h}^{\nabla}(\xi) \delta_{s}^{j}+\mu_{h}^{\nabla}(\xi) h_{j} h_{s}\right] \dot{g}^{E}(\xi)\right\} \\
& +2 i h_{j} h_{s}\left\{F _ { 1 } ( h , \xi ) \left[G_{h}^{0}(\xi) \frac{d}{d \eta} \dot{g}^{T}(\xi)\right.\right. \\
& \left.-G_{h}^{\nabla^{0}}(\dot{\xi}) \dot{g}^{T}(\xi)\right]+F_{2}(h, \xi) \\
& \left.\times\left[-G_{h}^{0}(\xi) \frac{d}{d \eta} g^{T}(\xi)+G_{h}{ }^{0}(\xi) g^{T}(\xi)\right]\right\},  \tag{9.20a}\\
& B^{j}=\stackrel{(\xi)}{B_{h s}^{j}}=i\left\{\left[\gamma_{h}(\xi) \delta_{s}^{j}+\mu_{h}(\xi) h_{j} h_{s}\right] \frac{d}{d \eta} g^{E}(\xi)\right. \\
& \left.-\left[\gamma_{h}^{\nabla}(\xi) \delta_{s}^{j}+\mu_{h}^{\nabla}(\xi) h_{j} h_{s}\right] g^{E}(\xi)\right\} \\
& -i 2 h_{j} h_{s}\left\{\dot { F } _ { 2 } ( h , \xi ) \left[G_{h}^{0}(\xi) \frac{d}{d \eta} \dot{g}^{T}(\xi)\right.\right. \\
& \left.-G_{h}^{\nabla^{0}}(\dot{\xi}) \dot{g}^{T}(\xi)\right]+\dot{F}_{1}(h, \xi) \\
& \left.\times\left[-G_{h}^{0}(\xi) \frac{d}{d \eta} g^{T}(\xi)+G_{h}^{\nabla^{0}}(\xi) g^{T}(\xi)\right]\right\} . \tag{9.20b}
\end{align*}
$$

With these constants we can write

$$
\begin{align*}
& \stackrel{(\xi)}{g_{\underline{h}}^{0}}(\eta)=\stackrel{(\xi)}{A} \underset{\underline{h} s}{0} g^{T}(\eta)+\stackrel{(\xi)}{B_{\underline{h}}^{0}}{ }_{\underline{0}}^{\dot{0}} \dot{g}^{T}(\eta), \tag{9.21}
\end{align*}
$$

If in (9.19)-(9.22) we set $\xi=0$, we obtain the solutions that satisfy ( 9.15 ) and which we will to call $g_{h s}^{(0) \mu}(\eta)$.

The initial conditions are selected in such a way that the orthogonality and zero divergence are obtained, and therefore, the six functions $g_{\underline{h} s}^{(0)}(\eta), g_{\underline{\underline{\prime}}}^{(0) *}(\eta)\left(s, s^{\prime}=1,2,3\right)$ are linearly independent.

Then any solution of the system (9.2) and (9.3) with zero divergence can be written as a linear combination of those functions. In particular,

$$
\begin{equation*}
\stackrel{(\xi)}{\boldsymbol{g}_{\underline{h s}}^{\mu}(\eta)=\sum_{s^{\prime}} \alpha_{\underline{h s s^{\prime}}}{ }^{(0)} g_{\text {hass }}^{\mu}(\eta)+\beta_{-\underline{h s s^{\prime}}}^{(0)} g_{-h s \prime}^{\mu} *}(\eta) . \tag{9.23}
\end{equation*}
$$

If we remember (9.1) and (6.4) we see that (9.23) implies
 which is the Bogolyubov transformation (5.2).

We now have to see if with the initial conditions (7.31) or with the initial conditions (8.7) the result is

$$
\begin{equation*}
\int d^{3} \underline{h} \sum_{s s \prime}\left|\beta_{\underline{h s s^{\prime}}}\right|^{2}<\infty \tag{9.24}
\end{equation*}
$$

We can suppose that $\alpha_{\text {hss }}$ and $\beta_{h s s^{\prime}}$ can be written as follows:

$$
\begin{align*}
& \alpha_{h s s^{\prime}}=C \delta_{s,}^{s}+D h_{s} h_{s^{\prime}},  \tag{9.25}\\
& \beta_{h s s^{\prime}}=E \delta_{s,}^{s}+J h_{s} h_{s^{\prime}}
\end{align*}
$$

where $C, D, E$, and $J$ depend on the modulus of $\underline{h}$ and, of course, of $\mathscr{T}$ and $\mathscr{T}^{\prime}$.

Replacing (9.25) in (9.24) we obtain

$$
\begin{equation*}
\int_{0}^{\infty} d h h^{2}\left\{2|E|^{2}+\left|E+J h^{2}\right|^{2}\right\}<\infty \tag{9.26}
\end{equation*}
$$

If we can show that $\left\{2|E|^{2}+\left|E+J h^{2}\right|^{2}\right\}$ behaves like $O\left(h^{-(3+\epsilon)}\right.$ with $\epsilon>O$ when $h \rightarrow \infty$, we will have proved that the mean density of created particles is finite. Then we must try to find equations that let us determine the behavior of $E$ and of $E+J h^{2}$ when $h \rightarrow \infty$.

If we replace ( 9.21 ), and (9.21) with $\xi=O$, in the zero component of (9.23), and then we take into account the linear independence of $g^{T}(\eta)$ and $g^{T *}(\eta)$, we obtain


If we now use in these equations the expressions (9.25), (9.19) and (9.19) with $\xi=0$, we obtain a system of two equations with the two unknown quantities $\left(C+D h^{2}\right)$ and $\left(E+J h^{2}\right)$. For the latter we obtain

$$
\begin{align*}
& E+J h^{2}=\left\{\left[G_{h}^{0} \frac{d}{d \eta} g^{T^{*}}-G_{h}^{\nabla_{h}^{0}} g^{T}\right]_{(\xi)}\right. \\
& \times\left[G_{h}^{\nabla 0} g^{T}-G_{h}^{0} \frac{d}{d \eta} g^{T}\right]_{(O)} \\
& -\left[G_{h}^{0} \frac{d}{d \eta} g^{T}-G^{*}{ }_{h}^{*} \dot{g}^{T}\right]_{(O)} \\
& \left.\times\left[G_{h}^{\mathbf{v 0}^{0}} \boldsymbol{g}^{T}-G_{h}^{0} \frac{d}{d \eta} g^{T}\right]_{(5)}\right\} \\
& \times \frac{1}{i}\left[G_{h}^{0} \dot{G}_{h}{ }^{0}-\dot{G}_{h}^{0} G_{h}^{0}\right]^{-1}{ }_{(O)} . \tag{9.28}
\end{align*}
$$

We can now replace (9.22) and (9.22) with $\xi=0$ in the spatial components ( $\mu=j$ ) of (9.23). Using (9.27) and considering that $\mathrm{g}^{E}(\eta)$ and $g^{E^{*}}(\eta)$ are linearly independent, we find:

We now replace Eqs. (9.25), (9.20a), and (9.20a) with $\xi=0$, and (9.20b) with $\xi=0$ in Eq. (9.29). If we consider
likewise that $\delta_{s}^{j}$ and $h_{j} h_{s}$ are two tensors independent linearly, we obtain from the part of the equation that is proportional to $\delta_{s}^{j}$, the relation

$$
\begin{align*}
&\left\{\gamma_{h} \frac{d}{d \eta} \dot{g}^{E}-\gamma_{h}^{*} g^{E}\right\}_{(5)} \\
&= C\left\{\gamma_{h} \frac{d}{d \eta} \dot{g}^{E}-\gamma_{h}^{*} g^{E}\right\}_{(0)} \\
&+E\left\{\dot{\gamma}_{h} \frac{d}{d \eta} \dot{g}^{E}-\dot{\gamma}_{h}^{\nabla} \dot{g}^{E}\right\}_{(0)} \tag{9.31}
\end{align*}
$$

Working in a similar way with Eq. (9.30) the result is:

$$
\begin{align*}
& \left\{\gamma_{h} \frac{d}{d \eta} g^{E}-\gamma_{h}^{\nabla} g^{E}\right\}_{(E)}=C\left\{\gamma_{h} \frac{d}{d \eta} g^{E}-\gamma_{h}^{\nabla} g^{E}\right\}_{(0)} \\
& +E\left\{\gamma_{h} \frac{d}{d \eta} g^{E}-\gamma_{h}^{\nabla} g^{E}\right\}_{(0)} \tag{9.32}
\end{align*}
$$

From (9.31) and (9.32) we can resolve $E$ :

$$
\begin{align*}
E= & \left\{\left[\gamma_{h} \frac{d}{d \eta} \dot{g}^{E}-\gamma_{h}^{*} g^{E}\right]_{(0)}\left[\gamma_{h} \frac{d}{d \eta} g^{E}-\gamma_{h}^{\nabla} g^{E}\right]_{(\xi)}\right. \\
& \left.-\left[\gamma_{h} \frac{d}{d \eta} \dot{g}^{E}-\gamma_{h}^{\nabla} g^{E}\right]_{(\xi)}\left[\gamma_{h} \frac{d}{d \eta} g^{E}-\gamma_{h}^{\nabla} g^{E}\right]_{(0)}\right\} \\
& \times \frac{1}{i}\left[\gamma_{h}^{*} \gamma_{h}^{\nabla}-\gamma_{h} \gamma_{h}^{\nabla *}\right]_{(0)}^{-1} . \tag{9.33}
\end{align*}
$$

Now we have to make an evaluation of the asymptotic behavior ( $h \rightarrow \infty$ ) of ( 9.28 ) and ( 9.33 ), for the initial conditions (7.31) of the QEP, and for the initial conditions (8.7) that diagonalize the Hamiltonian. Making the change of variables (9.1), both conditions can be written:

$$
\begin{align*}
& \stackrel{(\xi)}{g_{\underline{h s}}^{0}}(\eta=\xi)=G_{h}^{0}(\xi) h_{s}=\left\{\frac{-a h_{s}}{(2 \pi a)^{3 / 2} \sqrt{2 w}}\right. \\
& \left.\times\left[\frac{1}{m}+i H \sigma\left(\frac{1}{m w}-\frac{m}{2 w^{3}}\right)\right]\right\}_{(\eta=\xi)},  \tag{9.34}\\
& \frac{d}{d \eta} \stackrel{g}{(\xi)}_{\underline{h s}}^{0}(\eta=\xi)=G_{{ }^{*}}{ }^{0}(\xi) h_{s}=\left\{\frac{-a^{2} h_{s}}{(2 \pi a)^{3 / 2} \sqrt{2 w}}\right. \\
& \left.\times\left[-\frac{H}{m}+i \frac{w}{m}\right]\right\}_{(\eta=\xi)},  \tag{9.35}\\
& \stackrel{(\xi)}{\boldsymbol{g}_{\underline{h s}}^{j}}(\eta=\xi)=\gamma_{h}(\xi) \delta_{s}^{j}+\mu_{h}(\xi) h_{j} h_{s} \\
& =\left\{\frac{-1}{a(2 \pi a)^{3 / 2} \sqrt{2 w}}\left(-\delta_{s}^{j}+\frac{h_{j} h_{s}}{m(m+w)}\right)\right\}_{(\eta=\xi)},  \tag{9.36}\\
& w \\
& \frac{d}{d \eta} \stackrel{(5)}{g_{\underline{h}}^{j}(\eta=\xi)}=\gamma_{h}^{\nabla}(\xi) \delta_{s}^{j}+\mu_{h}^{\nabla}(\xi) h_{j} h_{s} \\
& \begin{aligned}
= & \left\{\frac { 1 } { ( 2 \pi a ) ^ { 3 / 2 } \sqrt { 2 w } } \left[\left(\frac{\sigma H m^{2}}{2 w^{2}}-i w\right)\right.\right. \\
& \left.\left.\times\left(-\delta_{s}^{j}+\frac{h_{i} h_{s}}{m(m+w)}\right)+\frac{\sigma H}{m w} h_{j} h_{s}\right]\right\}_{(\eta=\xi)} .
\end{aligned}
\end{align*}
$$

In the previous expressions we have had to consider $\sigma=1$ for the QEP, and $\sigma=0$ for the diagonalization of the Hamiltonian. Similar expresions result for $\xi=0$.

From the expressions (9.31) and (9.37) we easily obtained the constant $G_{h}^{0}, G_{h}^{\mathbf{V 0}^{0}}, \gamma_{h}, \mu_{h}, \gamma_{h}^{\boldsymbol{\nabla}}$, and $\mu_{h}^{\boldsymbol{\nabla}}$. With these
constants and the expressions for $g^{E}$ and $(d / d \eta) g^{E}$ obtained from Olver results, the equations (9.33) let us demonstrate that $E \lesssim O\left(h^{-3}\right)$, when $h \rightarrow \infty$.

This result is worth indistinctly, for the conditions that diagonalize the Hamiltonian and for those of the QEP.

If we replace now the expressions (9.5), (9.6) and the values of $G_{h}^{0}$ and $G_{h}^{0 \vee}$ in (9.28), we obtain:

$$
\begin{align*}
E+J h^{2}= & \frac{1}{4}\left[-2 i+\frac{(\sigma+1) H}{w}\right]_{(\xi)} \\
& \times\left[\frac{(\sigma-1) H}{w}+\frac{i\left(2 H^{2}+R / 6\right)}{2 w^{2}}\right]_{(0)} \\
& \times \exp \left(-i h \int_{0}^{\xi} P_{T}^{1 / 2} d \eta^{\prime}\right)  \tag{9.38}\\
& -\frac{1}{4}\left[-2 i+\frac{(\sigma+1) H}{w}\right]_{(0)} \\
& \times\left[\frac{(\sigma-1) H}{w}+\frac{i\left(2 H^{2}+R / 6\right)}{2 w^{2}}\right]_{(\xi)} \\
& \times \exp \left(+i h \int_{0}^{\xi} P_{T}^{1 / 2} d \eta^{\prime}\right)+O\left(h^{-3}\right) .
\end{align*}
$$

We see here that if we use the conditions that diagonalize the Hamiltonian $(\sigma=0)$, it is $\left|E+J h^{2}\right|^{2} \sim O\left(h^{-2}\right)$, and considering Eq. (9.26) the mean density of created particles is not finite.

If we use instead the conditions of the QEP ( $\sigma=1$ ) in (9.38), then we obtain:

$$
\begin{align*}
& E+J h^{2}=\frac{1}{4}\left[\frac{2 H^{2}+R / 6}{w^{2}}\right]_{(0)} \exp \left(-i h \int_{0}^{\xi} P_{T}^{1 / 2} d \eta^{\prime}\right) \\
& -\frac{1}{4}\left[\frac{2 H^{2}+R / 6}{w^{2}}\right]_{(5)} \\
& \times \exp \left(+i h \int_{0}^{\zeta} P_{T}{ }^{1 / 2} d \eta^{\prime}\right) . \tag{9.39}
\end{align*}
$$

We emphasize that in Eq. (9.39) we can guarantee that $E+J h^{2}$ has no terms in $h^{-1}$, but we cannot guarantee the exactness of the terms in $h^{-2}$, because in the calculus we have neglected terms in $H^{2}$. Consequently, we only can say that $\left|E+J h^{2}\right|^{2} \leqslant O\left(h^{-4}\right)$.

Therefore

$$
\begin{aligned}
\sum_{s s,}\left|\beta_{\underline{h s s}}\right|^{2}= & 2|E|^{2}+\left|E+J h^{2}\right|^{2} \\
& \approx O\left(h^{-4}\right) .
\end{aligned}
$$

With the theory constructed from the QEP, the mean density of created particles in a finite time is finite.

Finally, we are going to give brief consideration to the mean value of the energy density. Suppose that the state of the massive vector field in the time $t=\mathscr{T}$, is the vacuum state $|0\rangle_{:}$. We are interested in knowing which is going to be the mean value of the expression (2.9) for a time $\mathscr{T}^{\prime}>\mathscr{T}$. So we have to calculate, $\langle 0|: T_{0}^{0}\left(\mathscr{T}^{\prime}, \bar{x}\right):|0\rangle$, making use of
the following development for the field:

$$
\begin{aligned}
\varphi^{\mu}\left(\mathscr{T}^{\prime}, \bar{x}\right)= & \int d^{3} \underline{h} \sum_{s}\left[a_{h s}\left(\mathscr{T}^{\prime}\right)^{\left(\mathscr{F}^{\prime}\right)} \phi_{h s}^{\mu}\left(\mathscr{T}^{\prime}, \bar{x}\right)\right. \\
& \left.+a_{\underline{h s}}^{+}\left(\mathscr{T}^{\prime}\right) \phi_{\underline{h s}}^{\left(\mathscr{F}^{\prime}\right)}\left(\mathscr{T}^{\prime}, \bar{x}\right)\right] .
\end{aligned}
$$

Using Eqs. (5.4) and (5.5) to write the operators $a_{h s}^{(\mathscr{F},}$ and $a_{h s}^{+}\left(\mathscr{T}^{\prime}\right)$ as functions of the operators $a_{h s}(\mathscr{T})$ and $a_{h s}^{\mp}(\mathscr{T})$ we obtain:

$$
\begin{align*}
& { }_{7}\langle O|: T_{0}^{0}{ }_{0}|O\rangle_{\mathscr{F}} \\
& =\sum_{s, s, \prime} \int d^{3} \underline{h}\left\{\left[\frac{1}{2 a^{2}} \sum_{i} \dot{f}_{i \underline{\prime h s}} \dot{f}_{i-h s^{*}}\right.\right. \\
& +\frac{1}{2} w^{2} f_{\mathrm{Ohs} s^{\prime}} f_{\mathrm{Oh} s^{\prime \prime}}+\frac{w^{2}}{2 a^{2}} \sum_{j} f_{\underline{\mathrm{h} s^{\prime}}} f_{j-\underline{h s^{*}}} \\
& \left.-\frac{i}{a^{2}} \sum_{i} h_{i} \dot{f}_{i \underline{h} s^{\prime}} f_{0-h s^{*}}-\frac{1}{2 a^{4}} \sum_{i j} h_{i} h_{j} f_{j \underline{h} s^{\prime}} f_{i-\underline{h} s^{*}}\right]_{t=\mathscr{T}}, \\
& \times \sum_{s} \alpha_{\text {hss }} \beta^{*}{ }_{-h_{\text {hss }}}+[\text { comp.conj. }]_{t=J} . \\
& \times \sum_{s}^{*} \dot{\alpha}_{-\underline{h s s^{\prime}}} \beta_{\underline{h s s^{\prime}}}+\left[\frac{1}{a^{2}} \sum_{i} \dot{f}^{*}{ }_{i \underline{ } s_{s}} \dot{f}_{i \underline{h s} s^{*}}\right. \\
& +w^{2} f^{*}{ }_{o h s} f_{o \underline{h s} s^{\prime \prime}}+\frac{w^{2}}{a^{2}} \sum_{j} f^{*}{ }_{j \underline{h} s} f_{j \underline{h} \underline{s}^{*}} \\
& +\frac{1}{a^{2}} \sum_{i} i h_{i} \dot{f}^{*}{ }_{i h s^{\prime}} f_{0 h s^{\prime \prime}}-\frac{1}{a^{2}} \sum_{i} i h_{i} \dot{f}_{i h s^{*}} f^{*}{ }_{o h s^{\prime}} \\
& \left.-\frac{1}{2 a^{4}} \sum_{i j} h_{i} h_{j} f^{*}{ }_{j h s^{\prime}} f_{i h s^{\prime \prime}}-\frac{1}{2 a^{4}} \sum_{i j} f_{j h s^{\prime \prime}} f^{*}{ }_{i h s^{\prime}}\right]_{t=\mathscr{F}} . \\
& \left.\times \sum_{s} \beta_{h s s^{\prime}} \beta^{*}{ }_{h s s^{*}}\right\} \text {. } \tag{9.40}
\end{align*}
$$

If in this equation we replace (9.25) and the conditions (7.31) we obtain finally:

$$
\begin{align*}
& \mathscr{T}\langle 0|: T^{0}{ }_{0}\left(\mathscr{T}^{\prime}, \bar{x}\right):|0\rangle_{\mathscr{Y}} \\
&= \int d^{3} \underline{h}\left\{\frac { - i H } { ( 2 \pi a ) ^ { 3 } } \left[\frac{h^{2}}{2 w^{2} a^{2}}\left(C+D h^{2}\right)\left(\dot{E}+\dot{J} h^{2}\right)\right.\right. \\
&\left.+\frac{m^{2}}{4 w^{2}}\left(2 C E^{*}+\left(C+D h^{2}\right)\left(\dot{E}+\dot{J} h^{2}\right)\right)\right] \\
&\left.+\frac{w}{(2 \pi a)^{3}}\left[2|E|^{2}+\left|E+J h^{2}\right|^{2}\right]\right\} \tag{9.41}
\end{align*}
$$

We have to notice here that the last term in the integral, as we have already seen, behaves like $O\left(h^{-3}\right)$, when $h \rightarrow \infty$. Nevertheless, in order to prove either the convergence or the divergence of the integral (9.41) it has been necessary to take into account the terms up to $H^{2}$ order.

## CONCLUSION

The QEP formulated in this way for the case of a vector field, as we did in the case of the scalar field (cf. Refs 1 and 2), leads us to a model of particles for which the Bogolyubov transformation gives us a finite mean density of created particles. As far as the mean value of the component $T_{0}^{0}$ of the energy-momentum tensor is concerned, we are not able to assure neither its convergence nor its divergence. In spite of the fact that the last term of Eq. (9.41) makes the integral not
convergent, this is a term in $H^{2}$ and in our calculus we have not taken this term into consideration. This is going to be considered in a future work for the case of the massless vector field, which is more interesting from a physical point of view.
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We show that Wick polynomials of a generalized free field with a mass gap are not infinitely divisible.
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## I. INTRODUCTION

In a paper ${ }^{1}$ by Hegerfeldt it was shown that any field (relativistic or Euclidean) can be decomposed into prime fields, which are themselves indecomposable, and an infinitely divisible field. The free and generalized free fields are examples of infinitely divisible fields. Now we want to look into the class of Wick polynomials of generalized free fields to see whether there are other candidates for such fields.

A necessary and sufficient criterion for a field to be infinitely divisible is the conditionally positive definitness of its truncated $n$-point functions. In this paper we stay within the framework of the Wightman axioms. In the following we want to show that Wick polynomials, for which the underlying generalized free field has a mass gap, are not infinitely divisible. Without the cluster property it is known that there are many such fields. Take for example $\mathscr{W}^{T}$ $=\widetilde{\mathscr{W}}-1=\left(0, \widetilde{\mathscr{W}}_{1}, \widetilde{\mathscr{W}}_{2}, \cdots\right)$, where $\widetilde{\mathscr{W}}$ can be any Wightman functional. It is evident that all assumptions except clustering are fulfilled. Therefore our proof will rely mainly on cluster properties in contrast to the paper ${ }^{2}$ where we investigated the case of a Wick square using a special trick.

## II. WICK POLYNOMIAL

Let us start with a generalized free field $\phi(x) .^{3}$ Its 2point function $W(y-x):=(\Omega, \phi(x) \phi(y) \Omega)$ is given by

$$
\begin{aligned}
& W(\zeta)=\frac{1}{(2 \pi)} d / 2 \int_{p \in V^{+}} e^{i p \zeta} \rho\left(p^{2}\right) d^{d} p \\
& \zeta \in \tau^{+}:=\mathbb{R}^{d}+i V^{+}
\end{aligned}
$$

where $d$ is the dimension of space-time and $\rho\left(p^{2}\right)$ denotes the Lehmann spectral function. We assume a mass gap, i.e., $\rho\left(p^{2}\right)=0$ for $p^{2}<M^{2}$. Lorent $z$ invariance implies $W(\zeta)=\widehat{W}\left(\zeta^{2}\right)$. This together with positivity gives the estimates
$\widehat{W}(z) \leqslant \widehat{W}\left(\frac{1}{2}(\sigma-|z|)\right), \quad z=\sigma+i \tau \in \mathbb{C} \backslash[0, \infty)$
$\hat{W}(-\sigma) \leqslant \frac{P(\sigma)}{\sigma^{\alpha}} e^{-M V \sigma}, \quad 0<\sigma \in \mathbb{R}$,
for some positive constant $\alpha$ and some polynomial $P$.
A Wick polynomial ${ }^{4}$ in its simplest form is an expression like
$: P(\phi):(x)=\sum_{k=1}^{n} \alpha_{k}: \phi^{k}:(x), \quad \alpha_{k} \in \mathbb{R}, \quad n \geqslant 2$.
The dots denote Wick ordering. But it is only a minor modification to replace : $\phi^{k}:(x)$ by : $P_{k}(\phi, \ldots, \phi):(x)$ where $P_{k}\left(X_{1}, \ldots, X_{k}\right)$ is linear in all its arguments and the coefficients
are not only numbers but can be finite products of $\partial^{\mu}$ such that : $P_{k}(\phi, \ldots, \phi):(x)$ is a scalar-e.g., $\square \phi(x)$, $: \phi^{\mu} \phi_{\mu}:(x),: \phi^{\mu v} \phi_{\mu} \phi_{v}:(x) \cdots$. Therefore we call
$: P(\phi):(x)=\sum_{k=1}^{n}: P_{k}(\phi, \ldots, \phi):(x) \quad$ a Wick polynomial, too.
We want to deal only with neutral, scalar fields though we expect the result to be true for other fields, too. But it is much more complicated to write down the positivity condition for general tensor fields.

Now we want to show that no Wick polynomial is infinitely divisible. This is equivalent to showing that the truncated $n$-point functions $\mathscr{F}_{n}^{T}\left(x_{1}, \ldots, x_{n}\right)$ are not conditionally positive definite. Let us recall that a functional $\mathscr{V}$ over the Borchers algebra $\mathscr{L}$ is said to be conditionally positive definite iff for all $f=\left(\overline{0}, f_{1}, f_{2}, \ldots\right) \in \mathscr{S} \mathscr{V}\left(f^{*}(X) f\right) \geqslant 0$.

In the following we consider only the truncated 4-point function $\mathscr{W}_{4}^{T}\left(x_{1}, \ldots, x_{4}\right)=W_{4}^{T}\left(\xi_{1}, \xi_{2}, \xi_{3}\right), \xi_{i}:=x_{i+1}-x_{i}$. If $\mathscr{W}_{4}^{T}$ is not positive definite then $\mathscr{W}^{T}$ cannot be conditionally positive definite. $W_{4}^{T}\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is the boundary value of the analytic function $W_{4}^{T}\left(\zeta_{1}, \xi_{2}, \zeta_{3}\right), \xi_{i}=\xi_{i}+i \eta_{i}, \eta_{i} \in V^{+}$. Lorentz invariance together with locality enlarge the domain of analyticity and imply that $W_{4}^{T}\left(\zeta_{1}, \zeta_{2}, \xi_{3}\right)$ is an analytic function of the six independent variables $\zeta_{1}^{2},\left(\zeta_{1}+\xi_{2}\right)^{2}$,
$\left(\zeta_{1}+\zeta_{2}+\zeta_{3}\right)^{2}, \zeta_{2}^{2},\left(\zeta_{2}+\zeta_{3}\right)^{2}$, and $\zeta_{3}^{2}$; i.e., $W_{4}^{T}\left(\zeta_{1}, \xi_{2}, \xi_{3}\right)$
$=\hat{W}_{4}^{T}\left(\zeta_{1}^{2},\left(\zeta_{1}+\zeta_{2}\right)^{2},\left(\zeta_{1}+\zeta_{2}+\zeta_{3}\right)^{2}, \zeta_{2}^{2},\left(\zeta_{2}+\zeta_{3}\right)^{2}, \zeta_{3}^{2}\right)$. For Wick polynomials we know the domain of analyticity. It is given by $H^{6}: H_{\otimes} \ldots \otimes H$, where $H \subset \mathrm{C}$ denotes the domain of analyticity for the 2-point function $\hat{W}\left(\zeta^{2}\right)$ of the underlying generalized free field. For our purposes it is enough to know that $H \supseteq \mathbb{C} \backslash[0, \infty)$.

## III. PROOF

We want to give an indirect proof. Assume $\mathscr{W}_{4}^{T}$ to be positive definite. Then the Cauchy-Schwarz inequality tells us that for $z, \mathcal{Z}^{\prime}, \zeta_{1}, \zeta_{3} \in \tau^{+}$

$$
\begin{aligned}
& \left|\mathscr{W}_{4}^{T}\left(\bar{z}+\bar{\zeta}_{1}, \bar{z}_{z}, z^{\prime}, z^{\prime}+\zeta_{3}\right)\right|^{2} \\
& \quad \leqslant \mathscr{W}_{4}^{T}\left(\bar{z}+\bar{\zeta}_{1}, \bar{z}, z, z+\zeta_{1}\right) \mathscr{W}_{4}^{T}\left(\bar{z}+\bar{\zeta}_{3}, \bar{z}^{\prime}, z^{\prime}, z^{\prime}+\zeta_{3}\right),
\end{aligned}
$$

or written in translation invariant manner

$$
\begin{aligned}
& \left|W_{4}^{T}\left(-\bar{\zeta}_{1}, \zeta_{2}, \xi_{3}\right)\right|^{2} \\
& \quad \leqslant W_{4}^{T}\left(-\bar{\zeta}_{1}, i \eta_{2}, \zeta_{1}\right) W_{4}^{T}\left(-\bar{\zeta}_{3}, i \eta_{2}, \zeta_{3}\right)
\end{aligned}
$$

with $\xi_{2}=z^{\prime}-\bar{z}=\xi_{2}+i \eta_{2} \in \tau^{+}$, where we have chosen the imaginary parts of $z^{\prime}$ and $z$ to be equal.

Let us attack the problem in $d=3$ dimensions first. For $d \geqslant 4$ we put zeros at all the remaining free places of the $d$ dimensional vectors $\xi$.

A special choice for the $\zeta_{i}, i=1,2,3$ is
$\zeta_{1}=\lambda(0,1,0)+i \eta_{1}, \quad \lambda>0, \eta_{1} \in V^{+}$,

$$
\begin{aligned}
& \zeta_{2}=\lambda \frac{1}{2}(\sqrt{ } 2,1,-1)+i(\mu / \lambda)(1,0,0), \quad \mu>0 \\
& \zeta_{3}=\lambda(0,0,1)+i \eta_{3}, \quad \eta_{3} \in V^{+}
\end{aligned}
$$

Let us write the above inequality in the invariants

$$
\begin{aligned}
& \mid \hat{W}_{4}^{T}\left(\left(-\bar{\xi}_{1}\right)^{2},\left(-\bar{\zeta}_{1}+\zeta_{2}\right)^{2},\left(-\bar{\zeta}_{1}+\zeta_{2}+\zeta_{3}\right)^{2}, \zeta_{2}^{2},\left(\zeta_{2}+\xi_{3}\right)^{2}\right. \\
& \quad \leqslant \hat{W}_{4}^{T}\left(\left(-\bar{\zeta}_{1}\right)^{2},\left(-\bar{\xi}_{1}+i \eta_{2}\right)^{2},\left(-\bar{\zeta}_{1}+i \eta_{2}+\xi_{1}\right)^{2},\left(i \eta_{2}\right)^{2},\left(i \eta_{2}+\xi_{1}\right)^{2}, \zeta_{1}^{2}\right) \\
& \quad \times \hat{W}_{4}^{T}\left(\left(-\bar{\xi}_{3}\right)^{2},\left(-\bar{\zeta}_{3}+i \eta_{2}\right)^{2},\left(-\bar{\xi}_{3}+i \eta_{2}+\zeta_{3}\right)^{2},\left(i \eta_{2}\right)^{2},\left(i \eta_{2}+\zeta_{3}\right)^{2}, \zeta_{3}^{2}\right)
\end{aligned}
$$

By continuity and because the real parts of $\zeta_{1}$ and $\zeta_{3}$ are spacelike we can set $\eta_{1}=\eta_{3}=0$ as long as $\eta_{2} \in V^{+}$. The values of the invariants are
$\left(-\bar{\zeta}_{1}\right)^{2}=\zeta_{1}^{2}=\left(-\bar{\zeta}_{3}\right)^{2}=\zeta_{3}^{2}=-\lambda^{2}$,
$\left(-\bar{\zeta}_{1}+\zeta_{2}\right)^{2}=\left(-\bar{\zeta}_{1}+\xi_{2}+\zeta_{3}\right)^{2}=\zeta_{2}^{2}=\left(\zeta_{2}+\zeta_{3}\right)^{2}=i(\sqrt{ } 2) \mu-(\mu / \lambda)^{2}$,
$\left(-\bar{\zeta}_{1}+i \eta_{2}\right)^{2}=\left(i \eta_{2}+\zeta_{1}\right)^{2}=\left(-\bar{\zeta}_{3}+i \eta_{2}\right)^{2}=\left(i \eta_{2}+\zeta_{3}\right)^{2}=-\lambda^{2}-(\mu / \lambda)^{2}$,
$\left(-\bar{\zeta}_{1}+i \eta_{2}+\zeta_{1}\right)^{2}=\left(i \eta_{2}\right)^{2}=\left(-\bar{\zeta}_{3}+i \eta_{2}+\zeta_{3}\right)^{2}=-(\mu / \lambda)^{2}$,
and therefore the following inequality must be fulfilled:

$$
\left|\hat{W}_{4}^{T}\left(-\lambda^{2}, i(\sqrt{ } 2) \mu-(\mu / \lambda)^{2}, i(\sqrt{ } 2) \mu-(\mu / \lambda)^{2}, i(\sqrt{ } 2) \mu-(\mu / \lambda)^{2}, i(\sqrt{ } 2) \mu-(\mu / \lambda)^{2},-\lambda^{2}\right)\right|
$$

$$
\begin{equation*}
\leqslant \hat{W}_{4}^{T}\left(-\lambda^{2},-\lambda^{2}-(\mu / \lambda)^{2},-(\mu / \lambda)^{2},-(\mu / \lambda)^{2},-\lambda^{2}-(\mu / \lambda)^{2},-\lambda^{2}\right) \tag{1}
\end{equation*}
$$

## IV. STRUCTURE OF $W_{4}^{\top}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)$

Now we have to study the structure of $W_{4}^{T}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)$ or $\mathscr{W}_{4}^{T}\left(z_{1}, z_{2}, z_{3}, z_{4}\right)$.
For a moment let us consider a very simple Wick polynomial, namely, : $\phi^{2}:(x)$. The truncated 4 -point function corresponds to a diagram ${ }^{5}$ like


Such diagrams are self-explanatory:

$$
\begin{aligned}
& \underset{z_{i}}{ } z_{j}=\left\{\begin{array}{ll}
W\left(z_{j}-z_{i}\right) & j>i \\
W\left(z_{i}-z_{j}\right) & i>j
\end{array}\right\} . \\
& \mathscr{W}_{4}^{T}\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \\
& =16\left\{W\left(z_{2}-z_{1}\right) W\left(z_{4}-z_{1}\right) W\left(z_{3}-z_{2}\right) W\left(z_{4}-z_{3}\right)\right. \\
& +W\left(z_{2}-z_{1}\right) W\left(z_{3}-z_{1}\right) W\left(z_{4}-z_{2}\right) W\left(z_{4}-z_{3}\right) \\
& \left.+W\left(z_{3}-z_{1}\right) W\left(z_{4}-z_{1}\right) W\left(z_{3}-z_{2}\right) W\left(z_{4}-z_{2}\right)\right\} \\
& =16\left(W\left(\zeta_{1}\right) W\left(\zeta_{1}+\zeta_{2}+\zeta_{3}\right) W\left(\zeta_{2}\right) W\left(\zeta_{3}\right)\right. \\
& +W\left(\xi_{1}\right) W\left(\zeta_{1}+\zeta_{2}\right) W\left(\zeta_{2}+\zeta_{3}\right) W\left(\zeta_{3}\right) \\
& \left.+W\left(\zeta_{1}+\xi_{2}\right) W\left(\xi_{1}+\xi_{2}+\zeta_{3}\right) W\left(\zeta_{2}\right) W\left(\zeta_{2}+\zeta_{3}\right)\right\} .
\end{aligned}
$$

The left-hand side of the inequality (1) converges in the limit $\lambda \rightarrow \infty$ to $16|\widehat{W}(i(\sqrt{ } 2) \mu)|^{4}$, whereas for the right-hand side we get

$$
\begin{aligned}
\lim _{i \rightarrow \infty} & 16\left\{\left[\hat{W}\left(-\lambda^{2}\right) \hat{W}\left(-(\mu / \lambda)^{2}\right]^{2}\right.\right. \\
& +\left[\hat{W}\left(-\lambda^{2}\right) \hat{W}\left(-\lambda^{2}-(\mu / \lambda)^{2}\right)\right]^{2}
\end{aligned}
$$

$$
\left.\left.+\left[\hat{W}\left(-\lambda^{2}-(\mu / \lambda)^{2}\right) \hat{W}(-\mu / \lambda)^{2}\right)\right]\right\}=0
$$

because $\hat{W}\left(-\lambda^{2}\right)$ falls off exponentially and $\hat{W}\left(-(\mu / \lambda)^{2}\right)$ explodes only like an inverse power of $(\mu / \lambda)^{2}$. So to get a contradiction we only have to adjust $\mu>0$ such that $\widehat{W}(i(\sqrt{ } 2) \mu) \neq 0$. But $\widehat{W}$ is an analytic function in $\mathbb{C} \backslash[0, \infty)$ and cannot be identically zero on the half-line $\{i \mu, \mu>0\}$.

In the case of : $P(\phi):(x)=\sum_{k=1}^{n} \alpha_{k}: \phi^{K}:(x), \alpha_{n} \neq 0, n>2$, the following diagram

$=W\left(\zeta_{1}+\zeta_{2}\right) W\left(\zeta_{2}+\zeta_{3}\right)\left[W\left(\zeta_{1}+\zeta_{2}+\zeta_{3}\right) W\left(\zeta_{2}\right)\right]^{n-1}$,
is one contribution to the left-hand side of inequality (1) which remains finite in the limit $\lambda \rightarrow \infty$. On the other hand the right-hand side converges again to zero, because a term which contains only $\zeta_{2}$ and $\zeta_{1}+\zeta_{2}+\zeta_{3}$ violates the cluster condition for $W_{4}^{T}$ and therefore there is at least one factor $W\left(-\lambda^{2}\right)$ which kills any finite power of $\widehat{W}\left(-(\mu / \lambda)^{2}\right)$ in the limit $\lambda \rightarrow \infty$.

For a general Wick polynomial :P( $\phi):(x)$ $=\sum_{k=1}^{n}: P_{k}(\phi, \ldots, \phi):(x)$ we remind the reader that each $: P_{k}$ $(\phi, \ldots, \phi):(x)$ can be obtained as a limit of $: P_{k}\left(\phi\left(x_{1}\right), \ldots, \phi\left(x_{k}\right)\right):-$ all the singularities between the $x_{i}$ 's are removed by Wick ordering!-where we set $x_{1}=\cdots=x_{k}=x$. For a diagram contributing to $W_{4}^{T}$ this means the following:

Instead with one point $z$, we start with the points $u_{1}, \ldots, u_{k}, u_{i}=u_{j}$ for $i=j$, in the vicinity of $z_{1}$. To each point $u_{i}$ there is attached a line representing a factor $W\left(y-u_{i}\right)$ or $W\left(u_{i}-y\right)$. Because of Wick ordering there is no line between any two $u_{i}$ 's. Now we have to apply some differential operators $\partial^{\mu}$ and contractions to the $u_{i}$ 's prescribed by $: P_{k}\left(\phi\left(u_{1}\right), \ldots, \phi\left(u_{k}\right)\right):$. Finally we put $u_{1}=\cdots=u_{k}=z_{1}$. For the points $z_{2}, z_{3}$, and $z_{4}$ we proceed in an analogous way. The result is that some of the factors $\hat{W}$ have to be replaced by derivatives $\widehat{W}^{(1)}$ multiplied with some polynomial in the independent invariants, e.g.,

$$
\begin{aligned}
\frac{\partial}{\partial z_{1 \mu}} & \hat{W}\left(\left(z_{2}-z_{1}\right)^{2}\right) \frac{\partial}{\partial z_{1}^{\mu}} \hat{W}\left(\left(z_{3}-z_{1}\right)^{2}\right) \\
& =\hat{W}^{\prime}\left(\zeta_{1}^{2}\right) \cdot 2 \zeta_{1}^{\mu} \cdot \hat{W}^{\prime}\left(\left(\zeta_{1}+\zeta_{2}\right)^{2}\right) 2\left(\zeta_{1}+\zeta_{2}\right)_{\mu} \\
& =\hat{W}^{\prime}\left(\zeta_{1}^{2}\right) \hat{W}^{\prime}\left(\left(\xi_{1}+\zeta_{2}\right)^{2}\right) \cdot 2\left[\zeta_{1}^{2}+\left(\zeta_{1}+\zeta_{2}\right)^{2}-\zeta_{2}^{2}\right]
\end{aligned}
$$

Of course all the derivatives of $\hat{W}(z)$ obey similar bounds like $\hat{W}(z)$ itself does, i.e., $\hat{W}^{(1)}\left(-\lambda^{2}\right)$ still falls off exponentially and $\widehat{W}^{(1)}\left(-(\mu / \lambda)^{2}\right)$ grows atmost like an inverse power. So the conclusion is the same. The left-hand side of inequality (1) for $W_{4}^{T}$ has a limit greater than zero, whereas the righthand side coverges to zero.

## V. RESULTS

This result can be extended in many respects.
(a) It is not really necessary to assume a mass gap for $\phi(x)$. All we need is that $\hat{W}\left(-\lambda^{2}\right)$ and all its derivatives fall off stronger than any inverse power for $\lambda$ going to infinity. Sufficient for this is to assume that $\rho(M) M^{-N} d M$ is a bounded measure for all sufficiently large $N$.
(b) We dealt only with the case of 3 -or more dimensional space-time. What happens in two dimensions? By choosing
$\zeta_{1}=\lambda(0,1), \quad \zeta_{2}=\frac{\lambda}{2}(1,!)+i \frac{\mu}{\lambda}(1,0), \quad \zeta_{3}=i \frac{\mu}{\lambda}(1,0)=i \eta_{2}$, we get the same result. Of course in the inequality

$$
\begin{aligned}
& \left|W_{4}^{T}\left(-\bar{\xi}_{1}, \zeta_{2}, \xi_{3}\right)\right|^{2} \\
& \quad \leqslant W_{4}^{T}\left(-\bar{\xi}_{1}, i \eta_{2}, \zeta_{1}\right) W_{4}^{T}\left(i \eta_{2}, i \eta_{2}, i \eta_{2}\right)
\end{aligned}
$$

the second factor of the right-hand side grows like a power of $\lambda$ but this is killed by the fall off of the first factor. For the left-hand side we can argue as above, because there are terms with remain finite or even grow with $\lambda$ going to infinity.
(c) If the generalized free field does not fall of fast enough in spacelike directions we were sucessful only in special cases, e.g., for the Wick square we can show that it is not infinitely divisible as long as the growth for small distances is not much stronger than the decrease for large spacelike arguments of the 2-point function.
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## 1. INTRODUCTION

Gauge transformations of the linear Lax system of differential equations for an exactly integrable field theoretic model represent a simple and elegant tool to constitute a field-coordinate transformation within a model. They exhibit that various models occurring in the discussion of classical exactly integrable field theories are-in spite of their different physical interpretations-mathematically equivalent, i.e., they differ only in the choice of field coordinates.

If the linear Lax system is written as

$$
\begin{align*}
& \partial_{\xi} \phi(\xi, \eta ; \xi)=U(\xi, \eta ; \xi) \phi(\xi, \eta ; \xi),  \tag{1}\\
& \partial_{\eta} \phi(\xi, \eta ; \xi)=V(\xi, \eta ; \xi) \phi(\xi, \eta ; \xi),
\end{align*}
$$

where $U$ and $V$ are meromorphic functions of the parameter $\zeta \in \mathbb{C}$, the gauge transformation is defined by

$$
\phi=g \phi^{\prime} ; \quad \begin{align*}
& U^{\prime}=g^{-1} U g-g^{-1} \partial_{\xi} g,  \tag{2}\\
& V^{\prime}=g^{-1} V g-g^{-1} \partial_{\eta} g .
\end{align*}
$$

$\xi=\left(x^{0}+x^{1}\right) / 2$ and $\eta=\left(x^{0}-x^{1}\right) / 2$ are the usual lightcone coordinates, $\phi$ and $g$ take values in a certain Lie group $G$ and $U, V$ take values in the corresponding Lie algebra $\mathscr{G}$. The structure of $U, V$ and $U^{\prime}, V^{\prime}$, respectively, suggests at times parametrizations, which in general are different, so that one is led in this way to different coordinate systems.

The first clear demonstration of this was given by Zakharov and Takhtadzyan ${ }^{\prime}$ and by D. Chudnovsky and G. Chudnovsky. ${ }^{2}$ They pointed out that the nonlinear Schrödinger equation and the Heisenberg equation for a continuous chain of spins in the isotropic case are related by a gauge transformation. Afterwards it was shown, ${ }^{3}$ that the same relation holds for the $m \cdot n$ component nonlinear Schrödinger equations and a generalized Heisenberg model for a matrix $S$, being an element of a Grassmann manifold $\mathrm{U}(m+n) /$ $\mathrm{U}(m) \times \mathrm{U}(n)$ and also for the $\mathrm{O}(n)$ invariant nonlinear $\sigma$ model and certain generalized sine-Gordon equations.

It is a natural question to ask whether this technique can be further exploited to construct the generalized sineGordon models equivalent to the $\mathbb{C} P^{N} \sigma$ models. ${ }^{4}$ In this paper we will just discuss this question. But instead of gauge transforming the Lax system of the $\sigma$ models we will demonstrate that by assuming a certain structure of the matrices $U, V$ and a special dependence on the parameter $\zeta$ one is lead in a natural way to a class of models which are generalizations of the sine-Gordon model. The gauge transformation of the Lax system of these models then is very simple-the
transformation $g$ is identical with $\phi(\zeta=1)$-and leads to the $\mathbb{C} P^{N} \sigma$ models if $U, V$ are elements of the Lie algebra of $\mathrm{U}(N+1)$ in a way to be specified in Sec. 2.

## 2. REDUCED C $P^{N} \sigma$ MODELS

The special dependence of $U$ and $V$ on the parameter $\xi$ will be

$$
\begin{align*}
& U=\zeta A+C  \tag{3}\\
& V=\zeta^{-1} B+D
\end{align*}
$$

The consistency condition

$$
\partial_{\eta} U-\partial_{\xi} V+[U, V]=0
$$

then decomposes into

$$
\begin{align*}
& \partial_{\eta} A+[A, D]=0  \tag{4a}\\
& \partial_{\xi} B+[B, C]=0  \tag{4b}\\
& \partial_{\eta} C-\partial_{\xi} D+[A, B]+[C, D]=0 \tag{4c}
\end{align*}
$$

Relativistic covariance requires $D$ to be an $\eta$ component, $C$ to be a $\xi$ component of a Lorentz two-vector. We now consider a decomposition of the Lie algebra $\mathscr{G}$ of the group $\mathrm{U}(N+1)$ into the Lie algebra $\mathscr{P}$ of the subgroup $\mathrm{U}(1) \times \mathrm{U}(N)$ and its orthogonal complement $k$ with respect to the Killing form of $U(N+1)$ :

$$
\mathscr{G}=\mathscr{P} \oplus k .
$$

Note that

$$
\begin{align*}
& {[\mathscr{P}, \mathscr{Q}] \subset \mathscr{Z}} \\
& {[\mathscr{Z}, k] \subset k}  \tag{5}\\
& {[k, k] \subset \mathscr{R}}
\end{align*}
$$

Let us assume that $A, B \in k$ then it follows from (4) and (5) that $C, D \in \mathscr{Z}$. Because of the very structure of $\mathscr{F}$ and $k$ we represent $A, B$ and $C, D$ by complex block-off-diagonal and block-diagonal matrices respectively, in the following way:

$$
\begin{aligned}
& A=\left(\begin{array}{cc}
0 & \bar{\psi}_{2} \cdots \bar{\psi}_{N+1} \\
-\psi_{2} & \\
\vdots & 0 \\
-\psi_{N+1} & \\
B=\left(\begin{array}{cc}
0 & \bar{\varphi}_{2} \cdots \bar{\varphi}_{N+1} \\
-\varphi_{2} & \\
\vdots & 0 \\
-\varphi_{N+1} &
\end{array}\right),
\end{array},=\right.\text {, }
\end{aligned}
$$

$$
C=\left(\begin{array}{cc}
-\operatorname{tr} X & 0  \tag{6b}\\
0 & X
\end{array}\right), \quad X^{+}=-X, \quad D \text { analogously }
$$

Note that also from our final intention it is natural to choose the following starting point:

If $Z \in \mathbb{C}^{N+1}$ is the usual $\mathbb{C} P^{N}$ field and $Y$ a complex $N \times(N+1)$ matrix such that $g=(Z, Y)$ is a moving orthonormal frame of $\mathbb{C}^{N+1}$, then

$$
\begin{aligned}
& A=g^{\dagger} D_{\xi} g=\left(\begin{array}{cc}
0 & Z^{\dagger} \partial_{\xi} Y \\
Y^{\dagger} \partial_{\xi} Z & 0
\end{array}\right), \\
& B=g^{\dagger} D_{\eta} g=\left(\begin{array}{cc}
0 & Z^{\dagger} \partial_{\eta} Y \\
Y^{\dagger} \partial_{\eta} Z & 0
\end{array}\right), \\
& C=A_{\xi}, \quad D=A_{\eta},
\end{aligned}
$$

with

$$
\begin{aligned}
& A_{\xi(\eta)}=\left(\begin{array}{cc}
Z^{+} \partial_{\xi(\eta)} Z & 0 \\
0 & Y^{\dagger} \partial_{\xi(\eta)} Y
\end{array}\right), \\
& D_{\xi(\eta)} g=\partial_{\xi(\eta)} g-g A_{\xi(\eta)}
\end{aligned}
$$

(see Ref. 5).
Since in the $\mathbb{C} P^{N}$ model we may normalize the coordinates such that

$$
-\frac{1}{2} \operatorname{tr}\left(g^{\dagger} D_{\xi} g\right)^{2}=-\frac{1}{2} \operatorname{tr}\left(g^{\dagger} D_{\eta} g\right)^{2}=1
$$

we require in addition

$$
\begin{equation*}
\sum_{j=2}^{N+1}\left|\varphi_{j}\right|^{2}=\sum_{j=2}^{N+1}\left|\psi_{j}\right|^{2}=1 . \tag{6c}
\end{equation*}
$$

Proposition 1: By a gauge transformation $h(\xi, \eta) \in \mathbf{U}(1) \times \mathbf{U}(N)$ one may reduce (3) to a standard form

$$
\begin{align*}
& U=\zeta A+C,  \tag{7a}\\
& V=\zeta^{-1} B, \tag{7b}
\end{align*}
$$

with

$$
\begin{align*}
& A=\left(\begin{array}{ccc}
0 & \cdots & 1 \\
\vdots & & \\
0 & 0 \\
-1 &
\end{array}\right), \quad B \text { as in (6a) }  \tag{7c}\\
& C=\left(\begin{array}{ccc}
c_{1} & 0 \cdots 0 & 0 \\
0 & & c_{2} \\
\vdots & 0 & \vdots \\
0 & & c_{N} \\
0 & -\bar{c}_{2} \cdots-\bar{c}_{N} & -c_{1}
\end{array}\right) \tag{7d}
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}=\frac{\varphi_{N+1} \partial_{\xi} \bar{\varphi}_{N+1}+\Sigma_{k=2}^{N} \partial_{\xi} \varphi_{k} \cdot \bar{\varphi}_{k}}{3\left|\varphi_{N+1}\right|^{2}-1},  \tag{7e}\\
& c_{k}=\frac{\partial_{\xi} \varphi_{k}}{\varphi_{N+1}}+\frac{\varphi_{k}}{\varphi_{N+1}} c_{1} . \tag{7f}
\end{align*}
$$

Note that indeed $c_{1}^{\dagger}=-c_{1}$.
Proof: The first step towards such a standard form is a gauge transformation $h_{1}(\xi, \eta) \in \mathrm{U}(1) \times \mathrm{U}(N)$ by which $D$ is reduced to zero:

$$
\begin{align*}
& U^{\prime}=\zeta h_{1}^{-1} A h_{1}+h_{1}^{-1} C h_{1}-h_{1}^{-1} \partial_{\xi} h_{1},  \tag{8}\\
& V^{\prime}=\zeta^{-1} h_{1}^{-1} B h_{1}+h_{1}^{-1} D h_{1}-h_{1}^{-1} \partial_{\eta} h_{1} .
\end{align*}
$$

Choosing $h_{1}(\xi, \eta)$ so that

$$
\begin{equation*}
\partial_{\eta} h_{1}=D h_{1}, \tag{9}
\end{equation*}
$$

leads to

$$
\begin{equation*}
V^{\prime}=\zeta^{-1} B^{1} \tag{10}
\end{equation*}
$$

and (4a) and (4c), are reduced to

$$
\begin{align*}
& \partial_{\eta} A^{\prime}=0, \quad \text { i.e., } \quad A_{1}^{\prime}=A_{1}^{\prime}(\xi)  \tag{11}\\
& \partial_{\eta} C^{\prime}=\left[A^{\prime}, B^{\prime}\right]=0 \tag{12}
\end{align*}
$$

We are yet free to apply a gauge transformation $h_{2}(\xi) \in \mathrm{U}(1) \times \mathrm{U}(N)$ which rotates the $\xi$-dependent unit vector of $A^{\prime}$.

$$
\left(\begin{array}{c}
0 \\
\psi_{2} \\
\vdots \\
\psi_{N+1}
\end{array}\right) \text { into }\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right)
$$

leaving the condition $D=0$ invariant. $h_{2}(\xi)$ is determined up to transformations $h_{3}(\xi) \in \mathrm{U}(1) \times \mathrm{U}(N-1)$ which leave

$$
\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right)
$$

invariant, and by inspection of Eq. (12) we see that $h_{3}(\xi)$ can be used finally to reach the structure of $C$ indicated in (7d). So $h(\xi, \eta)=h_{1}(\xi, \eta) h_{2}(\xi) h_{3}(\xi)$ transforms (3)into(7a)-(7d). Inserting $B, C$ into Eq. (4b) and solving for the $c_{j}$, we arrive at (7e), and (7f). Thus Eqs (4a) and (4b) have been solved, and the remaining Eqs. (4c) are the field equations for the $\varphi_{j}$ :

$$
\begin{align*}
& \partial_{\eta} c_{1}+\bar{\varphi}_{N+1}-\varphi_{N+1}=0, \\
& \partial_{\eta} c_{k}+\varphi_{k}=0, \quad k=2 \cdots N . \tag{13}
\end{align*}
$$

They involve $2 N-1$ independent real scalar fields.

## 3. THE GAUGE TRANSFORMATION

Proposition 2: The model defined by the linear system

$$
\begin{aligned}
\partial_{\xi} \phi & =U \phi, \\
\partial_{\eta} \phi & =V \phi,
\end{aligned}
$$

where $U, V$ are given by (7) is gauge equivalent to the $\mathbb{C} P^{N}$ model.

Proof: We choose $g=\phi(\zeta=1) \in \mathrm{U}(N+1)$, then
$\partial_{\xi} g=(A+C) g$,
$d_{\eta} g=B g$,
and

$$
\begin{aligned}
U^{\prime} & =g^{-1}(\zeta A+C) g-g^{-1}(A+C) g \\
& =(\zeta-1) g^{-1} A g, \\
V^{\prime} & =\zeta^{-1} g^{-1} B g-g^{-1} B g \\
& =\left(\zeta^{-1}-1\right) g^{-1} B g .
\end{aligned}
$$

Let us define

$$
S=g^{-1} P g \quad \text { where } \quad P=\left(\begin{array}{cccc}
+1 & & & 0 \\
& -1 & & \\
0 & & \ddots & -1
\end{array}\right)
$$

As $g$ runs through $\mathrm{U}(N), S$ runs through $\mathrm{C} P^{N}$. Then

$$
\begin{aligned}
S \partial_{\xi} S & =g^{-1} P g\left(\partial_{\xi}\left(g^{-1}\right) P g+g^{-1} P \partial_{\xi} g\right) \\
& =g^{-1} P\left(-(A+C) P g+g^{-1} \partial_{\xi} g\right) .
\end{aligned}
$$

Because of $P C P=C, P A P=-A$, we obtain

$$
S d_{\zeta} S=2 g^{-1} \mathrm{Ag},
$$

and similarly

$$
S \partial_{\eta} S=2 g^{-1} B g .
$$

On the other hand we have $S^{2}=1$ and therefore $S \cdot \partial_{\xi} S$ $=-\partial_{\xi} S \cdot S$, hence

$$
\begin{align*}
& U^{\prime}=\frac{1}{4}(\zeta-1)\left[S, \partial_{\xi} S\right],  \tag{14}\\
& V^{\prime}=\frac{1}{4}\left(\zeta^{-1}-1\right)\left[S, \partial_{\eta} S\right] .
\end{align*}
$$

$U^{\prime}, V^{\prime}$ are just the operators of the linear system of the $\mathbb{C} P^{N}$ model, i.e., of the dual symmetry, and the integrability condition for (14) is the field equation of the $\mathbb{C} P^{N}$ model.

## 4. EXAMPLES

(i) $N=1$. The $\mathrm{C} P^{1}$ model is the $\mathrm{O}(3) \sigma$ model, the equivalent linear system (7) is then

$$
\begin{aligned}
U & =\zeta\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)+\left(\begin{array}{rr}
c_{1} & 0 \\
0 & -c_{1}
\end{array}\right), \\
V & =\zeta^{-1}\left(\begin{array}{rr}
0 & \bar{\varphi}_{2} \\
-\varphi_{2} & 0
\end{array}\right),
\end{aligned}
$$

where $c_{1}=\varphi_{2} \partial_{\xi} \bar{\varphi}_{2} / 2\left|\varphi_{2}\right|^{2}$. With $\varphi_{2}=e^{-i \alpha}$ we obtain $c_{1}=(i / 2) \partial_{5} \alpha$. Hence

$$
\begin{aligned}
& U=\zeta\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)+\frac{i}{2}\left(\begin{array}{cc}
\partial_{\xi} \alpha & 0 \\
0 & -\partial_{\xi} \alpha
\end{array}\right), \\
& V=\zeta^{-1}\left(\begin{array}{cc}
0 & e^{i \alpha} \\
-e^{-i \alpha} & 0
\end{array}\right) .
\end{aligned}
$$

This is again the linear system of the sine-Gordon modelup to a rescaling of $\xi$ and $\eta$.
(ii) The reduced $\mathbb{C} P^{2}$ system can be parametrized in terms of three independent real scalar fields $\alpha, \phi, \psi$ :

$$
B=\left(\begin{array}{ccc}
0 & \sin \alpha e^{-i \psi} & \cos \alpha e^{-i \phi} \\
-\sin \alpha e^{i \psi} & 0 & 0 \\
-\cos \alpha e^{i \phi} & 0 & 0
\end{array}\right)
$$

$$
C=\left(\begin{array}{ccc}
c_{1} & 0 & 0 \\
0 & 0 & c_{2} \\
0 & -\bar{c}_{2} & -c_{1}
\end{array}\right)
$$

It turns out to be convenient to introduce a new variable $\beta$ by

$$
c_{1}=\frac{\varphi_{3} \partial_{\xi} \bar{\varphi}_{3}+\bar{\varphi}_{2} \partial_{5} \varphi_{2}}{3\left|\varphi_{3}\right|^{2}-1}=: \frac{i}{2} \partial_{\xi} \beta
$$

Then

$$
c_{2}=e^{i(\psi-\phi)}\left(\partial_{5} \alpha+i \cot \alpha \partial_{5}(\beta+\phi)\right),
$$

and $\psi$ is determined by $\alpha, \beta, \phi$ by the equations

$$
\begin{aligned}
& \partial_{\xi} \psi=-\frac{1}{2} \partial_{\xi} \beta+\cot ^{2} \alpha \partial_{\xi}(\beta+\phi), \\
& \partial_{\eta} \psi=-\frac{1}{\sin ^{2} \alpha}\left(\partial_{\eta} \beta+\partial_{\eta} \phi \cos ^{2} \alpha\right) .
\end{aligned}
$$

$\alpha, \beta$, and $\phi$ solve the hyberbolic field equations
$\square \alpha+\frac{\cos \alpha}{\sin ^{3} \alpha} \partial_{\xi}(\beta+\phi) \partial_{\eta}(\beta+\phi)+\sin \alpha \cos \phi=0$,
$\square \beta-4 \cos \alpha \sin \phi=0$,

$$
\begin{aligned}
\square \phi & -\frac{1}{\sin \alpha \cos \alpha}\left\{\partial_{\eta} \alpha \partial_{5}(\beta+\phi)+\partial_{\xi} \alpha \partial_{\eta}(\beta+\phi)\right\} \\
& +\frac{\sin \phi}{\cos \alpha}\left(1+3 \cos ^{2} \alpha\right)=0,
\end{aligned}
$$

which can be derived from the Lagrangian density

$$
\begin{aligned}
\mathscr{L}= & \frac{1}{2}\left[\partial_{\mu} \alpha \partial^{\mu} \alpha+\frac{1}{4} \partial_{\mu} \beta \partial^{\mu} \beta+\cot ^{2} \alpha \partial_{\mu}(\beta+\phi)\right. \\
& \left.\times \partial^{\mu}(\beta+\phi)\right]+\cos \alpha \cos \phi-1 .
\end{aligned}
$$

We finally remark that $\alpha, \beta$, and $\phi$ are related to the $\mathbb{C} P^{2}$ field $Z$ in normal coordinates by

$$
\left.\overline{\left(D_{\xi} Z\right.} \cdot D_{\eta} Z\right)=\cos \alpha e^{i \phi},
$$

$i \partial_{\xi} \beta=\left(\overline{D_{\xi} Z} \cdot D_{\xi} D_{\xi} Z\right), \quad-i \partial_{\eta} \beta=\left(\overline{D_{\eta} Z} \cdot D_{\eta} D_{\eta} Z\right)$.
For $\beta=\phi=0$, the above system reduces to the sine-Gordon equation with the Lax pair written in the spin 1 representation corresponding to the $\mathrm{O}(3)$ subgroup of $\mathrm{U}(3)$ generated by the Gell-Mann matrices $\lambda_{2}, \lambda_{5}, \lambda_{7}$.
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#### Abstract

The wave equation of a spinless tachyon is studied in Schwarzchild space-time. In contrast to earlier approaches to the problem, it is shown that tachyonic static solutions satisfy a simple second-order linear differential equation regardless of the mass of the black hole and the mass parameter of the tachyon. Physical implication of the present approach is discussed. Using Langer modification of the WKB (Wentzel-Kramers-Brillouin) boundary condition an expression similar to the Bohr-Sommerfeld quantization condition is derived.


PACS numbers: $11.10 . \mathrm{Qr}, 14.80 . \mathrm{Kx}$

Following a line of research initiated by Barashenkov, ${ }^{1}$ by Davies, ${ }^{2}$ by Honig et al., ${ }^{3}$ and by Narlikar and Sudarshan, ${ }^{4}$ Dhurandhar ${ }^{5}$ in a recent publication contemplates analyzing tachyonic scalar waves in Schwarzschild spacetime by using a semiclassical treatment. Here the tachyons are regarded as quantum wave packets, but the gravitational field is unquantized. Thus the tachyonic wave function $\psi$ satisfies the Klein-Gordon equation in free space. Expanding $\psi$ into partial waves and separating out its time dependence by means of Fourier analysis, one arrives at a differential equation which does not permit simple analytical solutions. To deal with the situation Dhurandhar ${ }^{5}$ makes specific assumptions with regard to the mass of the black hole and mass parameter of the tachyon, obtains a relatively simple equation, and constructs solutions by the WKB method, ${ }^{6}$ which are valid everywhere in space, save certain exceptional regions. This treatment provides, in a natural way, physical information about interaction of quantum tachyons with a potential barrier produced by a Schwarzschild black hole. As is typical of the WKB approximation, the Airy function is exploited to make a smooth transition between the oscillatory and exponential domains which lie on the negative and positive energy sides of the classical turning point.

The object of the present note is two-fold.
(i) To obtain the soluble equation of Dhurandhar by a strict mathematical procedure and thereby avoid the mass restriction imposed in Ref. 5.
(ii) To obtain the WKB eigenvalue formula via the Bohr-Sommerfeld quantization condition for tachyonic scalar waves in the background of Schwarzschild space-time. We also present astrophysical implications of (i) and (ii) wherever possible.

The tachyonic wave function $\psi(R, \theta, \varphi, t)$ in empty space statisfies the Klein-Gordon equation

$$
\begin{equation*}
\left(\square^{2}-M_{0}^{2}\right) \psi(R, \theta, \varphi, t)=0, \tag{1}
\end{equation*}
$$

where $M_{0}$ is the mass parameter of the tachyon and the operator

$$
\begin{equation*}
\square^{2}=\frac{1}{(-g)^{1 / 2}} \frac{\partial}{\partial x^{j}}\left((-g)^{1 / 2} g^{i j} \frac{\partial}{\partial x^{i}}\right) \tag{2}
\end{equation*}
$$

Here $g^{i j}$ is the metric tensor for Schwarzschild space-time and $-g=\operatorname{det} g^{i j}$. The components of $g_{i j}$ are

$$
\begin{align*}
& g_{00}=\left(1-\frac{2 M G}{R}\right), \quad g_{11}=-\left(1-\frac{2 M G}{R}\right)^{-1}  \tag{3}\\
& g_{22}=-R^{2}, \quad \text { and } \quad g_{33}=-R^{2} \sin ^{2} \theta
\end{align*}
$$

$M$ being the mass of the black hole and $G$ the gravitational constant.

With the metric (3), the scalar field in Eq. (1) can be split into partial waves and time-dependence separated. To . that end one uses the partial wave and Fourier decompositions

$$
\begin{equation*}
\psi(R, \theta, \varphi, t)=\sum_{l=0}^{\infty} \frac{\psi_{l}(R, t)}{R} P_{l}(\cos \theta) \tag{4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{l}(R, t)=\int_{-\infty}^{\infty} A(\omega) \psi_{l}^{\Omega}(R) e^{-i \Omega t} d \Omega \tag{4b}
\end{equation*}
$$

and thus arrives at

$$
\begin{align*}
\frac{d^{2} \psi_{l}^{\Omega}}{d r^{2}} & +\frac{2 m}{r(r-2 m)} \frac{d \psi_{l}^{\Omega}}{d r}+\frac{r^{2}}{(r-2 m)^{2}}\left(\omega^{2}+\frac{r-2 m}{r}\right. \\
& \left.-\frac{2 m(r-2 m)}{r^{4}}-\frac{l(l+1)}{r^{3}}(r-2 m)\right) \psi_{l}^{\Omega}=0, \tag{5}
\end{align*}
$$

with

$$
\begin{equation*}
r=R M_{0}, \quad m=G M M_{0}, \quad \text { and } \omega=\Omega / M_{0} \tag{6}
\end{equation*}
$$

Note that because of azimuthal symmetry of the problem, the function $\psi$ is independent of $\varphi$. It is clear from Eq. (4b) that the square of $\Omega$ corresponds to the energy associated with a particular partial wave $l$.

Dhurandhar ${ }^{5}$ observes that Eq. (5) is fairly complicated but it assumes a relatively simple form if the mass of the black hole is of the order of the mass of the sun and the tachyon mass parameter equals the mass of an electron. We point out that such an assumption is not necessary to reduce Eq. (5) to a tractable form. To see that we transform the dependent variable by substituting

$$
\begin{equation*}
\psi_{l}^{n}(r)=\Phi_{i}^{n}(r) \exp \left(-m \int^{r} \frac{d x}{x(x-2 m)}\right) \tag{7a}
\end{equation*}
$$

$$
\begin{equation*}
=\left(\frac{r}{r-2 m}\right)^{1 / 2} \Phi_{l}^{\Omega(r)} \tag{7b}
\end{equation*}
$$

This yields

$$
\begin{align*}
\frac{d^{2} \Phi_{l}^{\Omega}}{d r^{2}} & +\frac{r^{2}}{(r-2 m)^{2}}\left(\omega^{2}+1-\frac{2 m}{r}-\frac{l(l+1)}{r^{3}}\right. \\
& \left.\times(r-2 m)+\frac{m^{2}}{r^{4}}\right) \Phi_{l}^{\Omega} \tag{8}
\end{align*}
$$

The term $m^{2} / r^{4}$ inside the large parentheses represents a singular region centered about $r=0$. In place of this term Dhurandhar found $-2 m(r-2 m) / r^{4}$. Thus the region of coordinate singularity appears to be over estimated by a factor of four in the approximate treatment made in Ref. 5.
Anyway, if we look for solutions of Eq. (8) outside the small sphere centered about $r=0$, we can drop the term $m^{2} / r^{4}$ and arrive at the desired equation. For the $s$-wave case this equation reads

$$
\begin{equation*}
\frac{d^{2} \Phi}{d r^{2}}+\frac{r^{2}}{(r-2 m)^{2}}\left(k^{2}-\frac{2 m}{r}\right) \Phi=0 \tag{9}
\end{equation*}
$$

where $k^{2}=\omega^{2}+1$. We have, for brevity, omitted the superscript $\Omega$ and subscript $l=0$. At very high energies the $s$ wave is expected to sample the region of space near the singularity. The term $m^{2} / r^{4}$ will no longer be negligible. Thus at distances close to $r=0$ one will have to deal with an equation

$$
\begin{equation*}
\frac{d^{2} \Phi}{d r^{2}}+\frac{r^{2}}{4 m^{2}}\left[k^{2}-v^{2}(r)\right] \Phi=0 \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
v^{2}(r)=\frac{2 m}{r}-\frac{m^{2}}{r^{4}} \tag{11}
\end{equation*}
$$

Equation (10) is identical with Eq. (25) of Ref. 5. The reason for this coincidence is fairly straightforward. In obtaining Eq. (10) from the behavior of Eq. (6) near $r=0$, Dhurandhar has chosen to work with the right kind of transformation, namely,

$$
\begin{equation*}
\psi=r^{1 / 2} \Phi \tag{12}
\end{equation*}
$$

The transformation (12) is a special instance of (7a). In particular, when $r$ is very small one can replace $x(x-2 m)$ by $-2 m x$ to obtain Eq. (12) from Eq. (7a).

Looking at Eq. (7b) we see that the partial wave solution of Eq. (1) breaks down at $r=2 m$, the event horizon for the Schwarzschild black hole. In this region, curvature effects come into play. In Ref. 5, WKB method has been used to examine the nature of the solution here. The point $r_{1}=2 m / k^{2}$ is a classical turning point of Eq. (9). Therefore, the situation in the vicinity of $r=r_{1}$ deserves to be more closely examined. Since Dhurandhar has treated this point in some detail, we pose a slightly different problem.

It is well known that as the particles of real mass cross the Schwarzschild radius, they cannot come out. In contrast to this the gravitational field of the black hole tends to oppose the infall of tachyons. A classical tachyon is bounced by the black hole and emerges from inside the event horizon. Besides this, a quantum tachyon also tunnels through the potential barrier and hits the singularity. ${ }^{5}$ In the jargon of the trade, could one visualize the possibility of a black hole
producing and ejecting tachyons? It may be that the peculiar space-time effect inside the Schwarzschild radius generates tachyons, which may form bound or quasibound states and eventually come out of the Schwarzschild barrier due to any small perturbation whatsoever. Thus any experiment which attempts to detect tachyons should be directed towards black holes rather than a laboratory set up. It will, therefore, be of some general interest to formulate the eigenvalue problem for the interaction of a quantum tachyon with Schwarzschild space-time within the framework of the WKB approximation.

At the classical turning point $r_{t}$ in a repulsive potential field, like ours, the WKB function has a singular amplitude. This prevents formulation of the boundary condition. The difficulty can, however, be circumvented by using the wellknown work of Langer. ${ }^{7}$ The method consists in replacing the WKB differential equation by another differential equation which (i) agrees with the Schrödinger equation near the classical turning point and (ii) agrees with the WKB differential equation elsewhere. Before we proceed to use the basic philosopy of Langer's work, it will be worthwhile to look closely into Dhurandhar's formulation of the boundary condition.

Equation (8) (with $m^{2} / r^{4}$ deleted) exhibits that the $l$ wave problem has two classical turning points determined by the positive real roots of the equation

$$
\begin{equation*}
\omega^{2}-v_{l}^{2}(r)=0 \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{l}^{2}(r)=\left(1-\frac{2 m}{r}\right)\left(\frac{l(l+1)}{r^{2}}-1\right) \tag{14}
\end{equation*}
$$

It is clear from Eqs. (13) and (14) that unlike the $l$-wave case, the $s$-wave problem has only one turning point. Thus for $l>0$ one can derive an expression similar to the Bohr-Sommerfeld quantization condition. The $s$-wave case cannot be treated similarly. It appears that Dhurandhar has overlooked this point.

To treat the lowest partial wave on equal footing with the higher ones we replace $l(l+1)$ by $\left(l+\frac{1}{2}\right)^{2}$ in Eq. (14). Such a replacement is consistent with the Langer modification of the WKB boundary condition. ${ }^{8}$ The turning point $r_{1}$ and $r_{2}$ are now determined from

$$
\begin{equation*}
\omega^{2}-v_{1}^{\prime 2}(r)=0 \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{l}^{\prime 2}(r)=\left(1-\frac{2 m}{r}\right)\left(\frac{\left(l+\frac{1}{2}\right)^{2}}{r^{2}}-1\right) \tag{16}
\end{equation*}
$$

Clearly, the $s$-wave problem has also two classical turning points.

If $\Phi_{1}^{\Omega}$ is to be bounded for $r<r_{1}$, then in $r_{1}<r<r_{2}$

$$
\begin{equation*}
\Phi_{l}^{s 2}(r)=Q^{1 / 2}(r) \cos \left(\int_{r_{1}}^{r} d r Q(r)-\frac{\pi}{4}\right) \tag{17}
\end{equation*}
$$

Similarly if $\Phi_{l}^{S( }(r)$ is to be bounded for $r<r_{2}$, then in $r_{1}<r$ $<r_{2}$

$$
\begin{equation*}
\Phi_{l}^{S( }(r)=Q^{-1 / 2}(r) \cos \left(\int_{r_{2}}^{r} d r Q(r)+\frac{\pi}{4}\right) \tag{18}
\end{equation*}
$$

The quantity $Q(r)$ in Eqs. (17) and (18) determined from Eqs. (8), (15), and (16) is given by

$$
\begin{equation*}
Q^{2}(r)=\frac{r^{2}}{(r-2 m)^{2}}\left[\omega^{2}-v_{i}^{\prime 2}(r)\right] \tag{19}
\end{equation*}
$$

The two expression for $\Phi_{/}^{\Omega}$ given above must be the same. Thus

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} d r Q(r)=\left(n+\frac{1}{2}\right) \pi \tag{20}
\end{equation*}
$$

The result is very similar to the Bohr-Sommerfeld quantization condition. Derivation of Eqs. (17)-(20) is fairly straightforward. Reference 7 will be useful in working out the details. In the general case one cannot use simple analytical methods to determine the eigenvalues via Eq. (20) since neither the solution of Eq. (15) nor the integral $\int_{r_{1}}^{r_{2}} d r Q(r)$ can be obtained in closed form. However, it is possible to treat a special case for low frequency waves, which are expected to lie at very large distances from the singularity. With this approximation, Eq. (15) yields the following expressions for the classical turning points.

$$
\begin{equation*}
r_{1}=m-\left[m^{2}+\left(l+\frac{1}{2}\right)^{2}\left(\omega^{2}+1\right)\right]^{1 / 2} \tag{2la}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{2}=m+\left[m^{2}+\left(l+\frac{1}{2}\right)^{2}\left(\omega^{2}+1\right)\right]^{1 / 2} \tag{21b}
\end{equation*}
$$

In this case

$$
\begin{equation*}
Q=\left[\left(r-r_{1}\right)\left(r_{2}-r\right)\right]^{1 / 2} \tag{22}
\end{equation*}
$$

Thus the determination of energy eigenvalues for low frequency waves by combining Eqs. (20)-(22) is a simple problem of elementary calculus.
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#### Abstract

The two Froissart-Martin high-energy upper bounds for forward and nonforward scattering are combined into one formula under the additional assumption that the scattering amplitude is polynomially bounded in energy for all scattering angles inside the Lehmann-Martin ellipse. The method used presents a modification of that of Kinoshita, Loeffel, and Martin. The analogous bound for the scattering of particles with spin is obtained as well. Using the same method, a bound for the case of complex scattering angles is also derived and ways leading to its improvement by using the solution of the Dirichlet problem are suggested.


PACS numbers: 11.20.Dj

## 1. INTRODUCTION

Froissart ${ }^{1}$ was the first to obtain high-energy bounds on the scattering amplitude from the requirements of unitarity, polynomial boundeness, and the Mandelstam representation. The same results were rederived later by Martin, ${ }^{2}$ who used the analytic properties of the scattering amplitude which follow from axiomatic field theory instead of the Mandelstam representation. The bounds were found separately for the forward (and backward) direction and for all other scattering angles:

$$
\begin{align*}
& |f(s, \cos \theta)|<C_{1} s \ln ^{2} s, \quad \text { for } \theta=0 \text { or } \pi  \tag{1}\\
& |f(s, \cos \theta)|<C_{2} \frac{s^{3 / 4} \ln ^{3 / 2} s}{|\sin \theta|^{1 / 2}}, \quad \text { for } \theta \neq 0 \text { and } \pi \tag{2}
\end{align*}
$$

These two bounds cover all physical values of the scattering angle $\theta$, but they do not transform into one another for $\theta$ approaching 0 or $\pi$. They also say nothing about $f(s, \cos \theta)$ outside the physical interval $-1 \leqslant \cos \theta \leqslant 1$.

The aim of the present paper is to extend (1) and (2) to unphysical angles and also to the case of particles with spin. The method used here presents a generalization of that developed by Kinoshita, Loeffel, and Martin in order to derive an upper bound on the scattering amplitude from the Mandelstam representation. ${ }^{3,4}$ In Sec. 2, following the approach of Ref. 3, we derive some useful mathematical relations and estimates. [In this approach, it is additionally assumed that the scattering amplitude $f(s, z)$ is bounded by a power $s^{N}$ (polynomial boundedness) in $s$ for all energies above a certain value at all $z$ inside the Lehmann-Martin ellipse.] In particular, we find that the function $g(s, w)$ defined below by formula (4) is bounded by the power $s^{N+1 / 4}$ at large energies, thereby improving the bound $s^{N+3}$ of Refs. 3 and 4. Then, In Sec. 3, we derive a bound combining (1) and (2), i.e., all physical angles, into one formula, Eq. (25). Let us remark in this con-
nection that there is, of course, a much simpler formula which combines (1) and (2) (in a continuous manner), namely,

$$
|f(s, \cos \theta)|<\inf \left(C_{1} s \ln ^{2} s, \quad C_{2} \frac{s^{3 / 4} \ln ^{3 / 2} s}{|\sin \theta|^{1 / 2}}\right)
$$

But the method used in Sec. 3 to combine (1) and (2), later allows us to obtain a bound on the amplitude at unphysical angles (Sec. 4). The generalization of the results of Sec. 3 to the case of particles with spin is given in Sec. 5. A further improvement of the former bound using the solution of the Dirichlet problem is in progress.

## 2. GENERAL RELATIONS

The amplitude $f(s, z)$ for the scattering of two spinless particles can be expanded into the Legendre series

$$
\begin{equation*}
f(s, z)=\frac{\sqrt{s}}{2 k} \sum_{l=0}^{\infty}(2 l+1) a_{l}(s) P_{l}(z) \tag{3}
\end{equation*}
$$

where $s$ is the total energy squared, $z=\cos \theta, \theta$ is the scattering angle, and $k$ is the momentum of the particle, all in the center-of-mass system.

Simultaneously, consider the auxiliary function $g(s, w)$ defined by

$$
\begin{equation*}
g(s, w)=\frac{\sqrt{s}}{2 k} \sum_{l=0}^{\infty}(2 l+1) a_{l}(s) w^{l} \tag{4}
\end{equation*}
$$

The series (3) converges inside the ellipse $E_{\rho}$ with the semimajor axis $\rho$ equal to

$$
\begin{equation*}
\rho=1+a / s \tag{5}
\end{equation*}
$$

and with the foci at the points $z= \pm 1, a$ being a positive constant, which depends on the process considered. This implies the following relation for the expansion coefficients $a_{l}(s)$ :

$$
\frac{\sqrt{s}}{2 k}(2 l+1) a_{l}(s)=\frac{2 l+1}{2 \pi i} \int_{E_{r}} Q_{l}(\mu) f(s, \mu) d \mu
$$

where the integral is taken along the ellipse $E_{\rho}$ (cf. Ref. 5, Sec. 39). Denoting by $M(s)$ the maximum of $|f(s, \mu)|$ on the ellipse, we have

$$
\frac{\sqrt{s}}{2 k}\left|a_{l}(s)\right| \leqslant \frac{M(s)}{2 \pi} \int_{E_{p}}\left|Q_{l}(\mu)\right||d \mu|
$$

The Legendre function $Q_{l}(\mu)$ can be estimated as follows (cf. Ref. 5, Sec. 38):

$$
\left|Q_{l}(\mu)\right| \leqslant(\pi / l)^{1 / 2} R^{-(l+1)}\left(1-R^{-2}\right)^{-1 / 2},
$$

here $R=\rho+\left(\rho^{2}-1\right)^{1 / 2}$. Thus,

$$
\begin{align*}
& \left|a_{l}(s)\right| \leqslant \frac{k}{\sqrt{s}} M(s) L(s) \frac{1}{(\pi l)^{1 / 2}} R^{-(l+1)}\left(1-R^{-2}\right)^{-1 / 2},  \tag{6}\\
& \left|a_{0}(s)\right| \leqslant 1
\end{align*}
$$

where $L(s)$ is the length of the ellipse. Using the expression $\lim _{l \rightarrow \infty} \inf \left|a_{l}(s)\right|^{-1 / l}$ for the convergence radius $\widetilde{R}$ of (4), we obtain that

$$
\begin{equation*}
\widetilde{R} \geqslant R=\rho+\left(\rho^{2}-1\right)^{1 / 2} \tag{7}
\end{equation*}
$$

We now use the following well-known representation of the Legendre polynomials

$$
\begin{equation*}
P_{l}(z)=\frac{1}{\pi i} \int_{\Gamma} \frac{w^{\prime}}{\left(w^{2}-2 w z+1\right)^{1 / 2}} d w \tag{8}
\end{equation*}
$$

where $\Gamma$ is a curve connecting the points $z-\left(z^{2}-1\right)^{1 / 2}$ and $z+\left(z^{2}-1\right)^{1 / 2}$ (see Ref. 5, Sec. 156). We choose $z$ so that the points $z \pm\left(z^{2}-1\right)^{1 / 2}$ lie inside the convergence circle $C_{\overparen{R}}$ of (4), and choose $\Gamma$ so that it lies fully inside it, too. Then, using (3), (4), and (8), we can relate $f(s, z)$ to $g(s, w)$ by the following formula:

$$
\begin{equation*}
f(s, z)=\frac{1}{\pi i} \int_{\Gamma} \frac{g(s, w)}{\left(w^{2}-2 w z+1\right)^{1 / 2}} d w \tag{9}
\end{equation*}
$$

We assume now that the scattering amplitude $f(s, z)$ is bounded by a polynomial in $s$ for all energies higher than a certain value,

$$
\begin{equation*}
|f(s, z)|<s^{N}, \quad s>s_{0} \tag{10}
\end{equation*}
$$

at all $z$ inside the Lehmann-Martin ellipse, $N$ being independent of $z$.

The function $g(s, w)$ can be estimated as follows. Relation (4) and inequality (6) imply

$$
\begin{aligned}
|g(s, w)| & \leqslant \frac{M(s) L(s)}{2 \sqrt{\pi}}\left(1-R^{-2}\right)^{-1 / 2} \sum_{l=1}^{\infty} \frac{2 l+1}{\sqrt{l}} R^{-(l+1)}|w|^{l} \\
& +1+O\left(\frac{1}{s}\right) \\
& \leqslant \frac{M(s) L(s)}{\left[2 \pi\left(R^{2}-1\right)\right]^{1 / 2}} \sum_{l=0}^{\infty}(2 l+1)\left|\frac{w}{R}\right|^{l}
\end{aligned}
$$

Using the well-known formula $\sum_{l=0}^{\infty} l u^{l}=u(1-u)^{-2}$ for $|u|<1$ we obtain

$$
\begin{aligned}
|g(s, w)| & \leqslant \frac{M(s) L(s) R(R+|w|)}{\left[2 \pi\left(R^{2}-1\right)\right]^{1 / 2}(R-|w|)^{2}} \\
& \leqslant \frac{2 M(s) L(s) R^{2}}{\left[2 \pi\left(R^{2}-1\right)\right]^{1 / 2}(R-|w|)^{2}},(|w|<R) .
\end{aligned}
$$

We also can derive an asymptotic formula
$\left(R^{2}-1\right)^{1 / 2} \sim(2 a / s)^{1 / 4} \vee 2$ for $s \rightarrow \infty$ because of (5) and $R=\rho+\left(\rho^{2}-1\right)^{1 / 2}$. Since $L(s)$ is the length of the ellipse, we have $L(s) \rightarrow 4$ for $s \rightarrow \infty$. Recall that $M(s)<s^{N}$ for sufficiently large $s$ because of (10). Consequently, the last inequality yields

$$
\limsup _{s \rightarrow \infty} \frac{|g(s, w)|}{h(s, w)} \leqslant 1
$$

where

$$
h(s, w)=\frac{4}{(2 a)^{1 / 4} \sqrt{\pi}} \frac{s^{N+1 / 4}}{(R-|w|)^{2}} .
$$

This implies the following high-energy upper bound on $g(s, w)$ :

$$
\begin{equation*}
|g(s, w)|<\xi \frac{s^{N+1 / 4}}{(R-|w|)^{2}}, \quad \text { for }|w|<R \tag{11}
\end{equation*}
$$

for any $\xi$ larger than $4 /\left[(2 a)^{1 / 4} \sqrt{ } \pi\right]$.
Besides this polynomial bound, an energy-independent upper bound on $g(s, w)$ holds inside the unit circle, $|w|<1$. It follows from the unitarity condition, $\left|a_{l}(s)\right| \leqslant 1$, and has the form

$$
\begin{equation*}
|g(s, w)|<\frac{c_{1}}{(1-|w|)^{2}}, \quad \text { for }|w|<1 \tag{12}
\end{equation*}
$$

These two bounds can be used to improve the bound on $g(s, w)$ for $|w| \geqslant 1$ by applying the following Theorem. ${ }^{6}$ Let $\phi(z)$ be analytic in a domain limited by two circular arcs $A_{1}$ and $A_{3}$ (see Fig. 1), which intersect at the points $A$ and $B$. Let $\phi(z)$ be bounded from above by $M_{1}$ and $M_{3}$ on $A_{1}$ and $A_{3}$, respectively. Then $\phi(z)$ is bounded on the intermediate circular arc $A_{2}$ connecting the points $A$ and $B$ by $M_{2}$, where

$$
\begin{equation*}
M_{2}=M_{1}^{\beta /(\alpha+\beta)} M_{3}^{\alpha /(\alpha+\beta)} . \tag{13}
\end{equation*}
$$

Here $\alpha$ and $\beta$ are the angles of intersection of $A_{1}, A_{2}$ and $A_{2}$, $A_{3}$, respectively.

We will use this theorem to extend the bound (12) in the complex $w$ plane to a point denoted by $r e^{i \theta}$ which lies outside the unit circle $|w|<1$. The three arcs must be chosen so that


FIG. 1. The domain, in which $\phi(z)$ is holomorphic, is a sickle-shaped region between the arcs of circles $A_{1}$ and $A_{3}$.
$A_{1}$ and $A_{3}$ lie fully in $|w|<1$ and in $|w|<R$, respectively, the point $r{ }^{i \theta}$ being situated on the arc $A_{2}$. This leads to the following situation (see Fig. 2):
(i) $A_{1}$ is the arc of a circle of radius $r-\epsilon$ centered at the origin (where $\epsilon>0$ will be determined later);
(ii) $A_{2}$ is the arc of the circle passing through the points $r e^{i \theta}$ and $\pm(r-\epsilon) e^{i(\pi / 2+\theta)}$;
(iii) $A_{3}$ is the arc of the circle passing through the points $(R-\eta) e^{i \theta}$ and $\pm(r-\epsilon) e^{i(\pi / 2+\theta)}(\eta>0$ will be determined later). Here, $R$ is the radius defined by relation (7).

Some elementary trigonometrical calculations lead to the following relations:

$$
\begin{align*}
\sin \alpha= & \frac{\epsilon(2 r-\epsilon)}{r^{2}+(r-\epsilon)^{2}},  \tag{14}\\
\sin \beta= & 2\left\{r(r-\epsilon)\left[(R-\eta)^{2}-(r-\epsilon)^{2}\right]\right. \\
& -\epsilon(2 r-\epsilon)(r-\epsilon)(R-\eta)\} \\
& \times\left\{\left[r^{2}+(r-\epsilon)^{2}\right]\left[(R-\eta)^{2}+(r-\epsilon)^{2}\right]\right\}-1 . \tag{15}
\end{align*}
$$

Since the ellipse $E_{f}$, approaches the segment $[-1,1]$ with increasing $s$, we have to require

$$
\epsilon \rightarrow 0, \quad \eta \rightarrow 0, \quad R-1, \quad r \rightarrow 1,
$$

with $r \geqslant 1, r-\epsilon<1$. This means that
$\alpha \rightarrow 0, \quad \beta \rightarrow 0$,
and, consequently,

$$
\begin{equation*}
\frac{\alpha}{\beta} \frac{R-r}{\epsilon} \rightarrow 1, \tag{16}
\end{equation*}
$$

if, additionally,

$$
\begin{equation*}
\frac{\epsilon+\eta}{R-r} \rightarrow 0 . \tag{17}
\end{equation*}
$$

Let us choose $\beta / \alpha$ such that

$$
\begin{equation*}
\beta / \alpha=\ln s \tag{18}
\end{equation*}
$$



FIG. 2. Application of the Hadamard-Nevanlinna theorem to the function $g(s, w)$.
and apply the formula (13) by setting

$$
M_{1}=\frac{c_{1}}{(1-|w|)^{2}}, \quad \text { and } \quad M_{3}=\xi \frac{s^{N+1 / 4}}{\eta^{2}}
$$

with $\eta=R-|w|$ [see (12) and (11), respectively]. Then, formula (13) takes the following form:

$$
\begin{equation*}
M_{2}=\left(\frac{c_{1} e^{N+1 / 4}}{(1-r+\epsilon)^{2}}\right)^{\ln \cdot /(1+\ln s)}\left(\frac{\xi}{\eta^{2}}\right)^{1 /(1+\ln \cdot \mathrm{s})} . \tag{19}
\end{equation*}
$$

Whereas $\epsilon$ is determined from (16) and (18), $\eta$ can be chosen in such a way that its influence in formula (19) is suppressed. In particular, we demand

$$
\eta^{2 /(1+\operatorname{lns})} \rightarrow e^{-2 c_{4}},
$$

for sufficiently large energies. If we choose, for instance, $\eta(s)=s^{-c_{0}}$ then the condition (17) induces the inequality $c_{0}>1 / 2$.

Further, we shall need a uniform estimate for $g(s, w)$ in a region $|w| \leqslant \tilde{r}$. We use again the condition (17) and obtain

$$
\begin{equation*}
\widetilde{Y}=1+\frac{1}{1+\ln s}\left(\frac{2 a}{s}\right)^{1 / 2} . \tag{20}
\end{equation*}
$$

In this way, we are led to the following form of estimate in the region $|w| \leqslant \tilde{r}$ :

$$
\begin{equation*}
|g(s, w)|<\frac{c_{2}}{[1-r+(R-r) / \ln s]^{2}}, \tag{21}
\end{equation*}
$$

where $|w|=r$ and $c_{2}=c_{1} e^{N+1 / 4+2 c_{11}}$ both for physical and for unphysical scattering angles.

Using this result for $g(s, w)$ and the relation (9) between $f(s, z)$ and $g(s, w)$ we can obtain the bound on the scattering amplitude $f(s, z)$. Its form is different for the physical and for the unphysical scattering angles.

## 3. THE CASE OF PHYSICAL SCATTERING ANGLES

For $\theta=0$ or $\pi$ the integrand in Eq. (9) has poles at the points $w=z= \pm 1$. Finding the value (9) at the points $z= \pm 1$, inserting Eq. (21) into the result obtained and taking into account Eqs. (7) and (5), we obtain the following bound on the amplitude $f(s, z)$ for $s \gg a$ :

$$
\begin{equation*}
f(s, \pm 1)=g(s, \pm 1)<c_{2} \frac{\ln ^{2} s}{(R-1)^{2}} \simeq \frac{c_{2} s \ln ^{2} s}{2 a} \tag{22}
\end{equation*}
$$

i.e., the Froissart bound (1) for forward scattering.

In the case of a scattering away from the forward or the backward direction, the integrand in (9) has no poles but has a cut in $w$ along the interval $\left[e^{-i \theta}, e^{i \theta}\right]$. We can write from (9)

$$
\begin{equation*}
|f(s, \cos \theta)| \leqslant \frac{1}{\pi} \int_{\Gamma}\left|\frac{g(s, w)}{\left(w^{2}-2 w \cos \theta+1\right)^{1 / 2}}\right||d w| \tag{23}
\end{equation*}
$$

where the contour $\Gamma$ connects the points $e^{i \theta}$ and $e^{-i \theta}$ and does not leave the interior of the circle $C_{\dot{r}}$.

We choose the integration contour to be composed of (see Fig. 3):
(i) the interval $A B$ : $w=r e^{i|\theta|}, 1-|\sin \theta| \leqslant r \leqslant 1$;
(ii) the $\operatorname{arc} B C$ : $w=(1-|\sin \theta|) e^{i \phi},-|\theta| \leqslant \phi \leqslant\{\theta \mid$ (for $|\theta|>\pi / 2, \phi$ runs from $|\theta|$ to $\pi$ and from $-\pi$ to $-|\theta|)$;
(iii) the interval $C D: w=r e^{-||\theta|}, 1-|\sin \theta| \leqslant r \leqslant 1$. Inserting relation (21) into (23) we see that the integrands over


FIG. 3. Integration contour ABCD for the estimate of the right-hand side of Eq. (23) in the case of physical scattering angles.
the intervals $A B$ and $C D$ are equal and that the integral over $B C$ does not exceed the bound on the integral over $A B$. We have

$$
\left|w^{2}-2 w z+1\right|^{1 / 2}=(1-r)^{1 / 2}\left[4 r \sin ^{2} \theta+(1-r)^{2}\right]^{1 / 4}
$$

Substituting (21) into (23) we obtain

$$
\begin{align*}
& |f(s, \cos \theta)| \\
& \quad<\frac{3}{\pi} \int_{1-\sin \theta}^{1} \frac{\left|g\left(s, r e^{i \theta}\right)\right|}{(1-r)^{1 / 2}\left[4 r \sin ^{2} \theta+(1-r)^{2}\right]^{1 / 4}} d r \\
& \quad<c_{3} \int_{0}^{|\sin \theta|^{2 / 2}} \frac{d v}{\left(\delta+v^{2}\right)^{2}|\sin \theta|^{1 / 2}} \tag{24}
\end{align*}
$$

where
$v=(1-r)^{1 / 2}, \quad \delta=\frac{R(s)-1}{\ln s} \simeq \frac{(2 a)^{1 / 2}}{\sqrt{s} \ln s} \quad$ for $s>a$,
$c_{3}=\frac{6 c_{2}}{\pi}=\frac{12}{\pi} e^{N+1 / 4+2 c_{0}}$, since $c_{1}=2$.
Evaluating this integral, we finally obtain the following upper bound on the scattering amplitude:

$$
\begin{align*}
|f(s, \cos \theta)|< & \frac{c_{3}}{2}\left(\frac{1}{\delta^{3 / 2}|\sin \theta|^{1 / 2}} \arctan \frac{|\sin \theta|^{1 / 2}}{\delta^{1 / 2}}\right. \\
& \left.+\frac{1}{\delta(\delta+|\sin \theta|)}\right) \tag{25}
\end{align*}
$$

This formula gives, apart from constant factors, the bound (1) for $\theta<\delta$ and the bound (2) for $\theta>\delta$.

## 4. UNPHYSICAL SCATTERING ANGLES

If $z$ lies outside the physical interval [ $-1,1$ ], all formulas derived in Sec. 2 remain valid. We represent $z$ in the form

$$
\begin{equation*}
z=\gamma \cos \theta+i\left(\gamma^{2}-1\right)^{1 / 2} \sin \theta \tag{26}
\end{equation*}
$$

where $\gamma>1$ and $\theta \in(-\pi, \pi]$, but $\theta$ has no longer the meaning of the scattering angle. Using Eq. (9) and the bound (21) we obtain

$$
\begin{equation*}
|f(s, z)| \leqslant \frac{c_{2}}{\pi} \int_{\Gamma^{\prime}} \frac{1}{(1-r+\epsilon)^{2}} \frac{|d w|}{\left|w^{2}-2 w z+1\right|^{1 / 2}} \tag{27}
\end{equation*}
$$

where $\epsilon=(R-r) / \ln s$ and $\Gamma^{\prime}$ connects the point $w=z+\left(z^{2}-1\right)^{1 / 2}$ with $w=z-\left(z^{2}-1\right)^{1 / 2}$ and lies fully in
the interior of $C_{\tilde{\gamma}}$. Evidently,

$$
z \pm\left(z^{2}-1\right)^{1 / 2}=\gamma_{ \pm} e^{ \pm i \theta},
$$

and

$$
\begin{equation*}
w^{2}-2 w z+1=\left(r e^{i \varphi}-\gamma+e^{i \theta}\right)\left(r e^{i \varphi}-\gamma-e^{-i \theta}\right), \tag{28}
\end{equation*}
$$

where

$$
\gamma_{ \pm}=\gamma \pm\left(\gamma^{2}-1\right)^{1 / 2}
$$

and

$$
w=r e^{i \varphi} .
$$

The contour $\Gamma^{\prime}$ must lie inside $C_{\dot{\gamma}}$ and the following inequalities must be satisfied:

$$
\gamma_{+}<\tilde{r} .
$$

The right-hand side of (27) can be estimated in various ways and we shall not look for the best estimate here. One possibility would be to follow closely the approach of Sec. 3. We show another way, choosing for $\Gamma^{\prime}$ in (27) the segment connecting the points $\gamma-e^{-i \theta}$ and $\gamma_{+} e^{i \theta}$. Along this line we have $\left|w^{2}-2 w z+1\right|=b_{2}\left(1-\lambda^{2}\right),-1 \leqslant \lambda \leqslant 1, r^{2}=b_{0}$ $+b_{1} \lambda+b_{2} \lambda^{2}$ with $b_{0}=\gamma^{2}-\sin ^{2} \theta, b_{1}=2 \gamma\left(\gamma^{2}-1\right)^{1 / 2}, b_{2}$ $=\gamma^{2}-\cos ^{2} \theta,|d w|=\left(b_{2}\right)^{1 / 2} d \lambda$, and the right-hand side of (27) becomes

$$
\begin{gathered}
\frac{c_{2}}{\pi} \int_{-\pi / 2}^{\pi / 2} \frac{d x}{\left[1+R / \ln s-\Lambda\left(b_{0}+b_{1} \sin x+b_{2} \sin ^{2} x\right)^{1 / 2}\right]^{2}}, \\
\Lambda=1+1 / \ln s .
\end{gathered}
$$

This integral can easily be shown to be bounded by $c_{2} I / \pi$, where

$$
I=\int_{-\pi / 2}^{\pi / 2} \frac{d x}{\left[1+R / \ln s-\Lambda \gamma-\Lambda\left(\gamma^{2}-1\right)^{1 / 2} \sin x\right]^{2}}
$$

Thus

$$
\begin{align*}
|f(s, z)| & \leqslant c_{2} \frac{r_{R}-\Lambda \gamma}{\left(r_{R}-\Lambda \gamma_{+}\right)^{3 / 2}\left(r_{R}-\Lambda \gamma\right)^{3 / 2}}, \\
r_{R} & =1+R / \operatorname{lns} . \tag{29}
\end{align*}
$$

This is a high-energy upper bound on $f(s, z)$ for $z$ inside $E(s)$ which is the ellipse with foci $+1,-1$ and with the semimajor axis $1+\left[1 /(1+\ln s)^{2}\right] a / s$. The bound depends on $s$ through $R$ and $\Lambda$. Moreover, in contrast to relation (25), which holds for physical angles, $z$ in (29) outside the physical segment $[-1,1]$ cannot be kept fixed. With increasing $s$, the ellipse $E(s)$ shrinks to the segment $[-1,1]$. The parameter $\gamma$ tends to 1 so as to preserve $r_{R}-\Lambda \gamma_{+}$positive at all energies above some value.

It is to be mentioned that the bound (29) is not the best one and may be improved in two different ways. One of them is a better estimate of the right-hand side of (9), of course. The other one consists in solving the Dirichlet problem for the doubly connected domain whose boundary is formed by two disjoint curves $\Gamma_{1}$ and $\Gamma_{2}$, where $\Gamma_{1}$ is the interval [ $-1,1]$ and $\Gamma_{2}$ is the boundary of $E(s)$.

As (1) and (2) are better bounds than (29) at the points $z \in \Gamma_{1}$, the solution of the Dirichlet problem for $f(s, z)$ bounded by (1), (2), and by (29) at $z \in \Gamma_{1}$ and at $z \in \Gamma_{2}$ respectively, would yield an improvement of (29) inside $E(s)$. A detailed analysis of this problem will be given later.

## 5. THE CASE OF ARBITRARY SPINS

For the case of the scattering of particles with spins the series (3) will be rewritten as follows ${ }^{7}$ :

$$
F_{i} \equiv F_{\lambda_{i} \lambda_{l}}^{\lambda_{1} \lambda_{u}}(s, z)=\sum_{J=M}^{\infty}(2 J+1) f_{\lambda_{d} \lambda_{i} \lambda_{i} \lambda_{d}}^{J}(s) d_{\lambda_{\mu}}^{J}(z),(30)
$$

where $\lambda_{j}$ is the helicity of the $j$ th particle,

$$
\lambda=\lambda_{a}-\lambda_{b}, \quad \mu=\lambda_{c}-\lambda_{d}, \quad M=\max (|\lambda|,|\mu|)
$$

The series (30) converges in Martin's ellipse $E_{\rho_{j}}{ }^{8}$ for the fixed energy $s^{1 / 2}$ and helicities $\lambda_{i}$.

The functions $G_{\lambda_{d} \lambda_{i}}^{\lambda_{1} \lambda_{i}}(s, w)$, similar to the function involved in Eq. (4), are defined as

$$
\begin{align*}
& G_{\lambda_{\lambda}, ~}^{\lambda, \lambda_{d}}(s, w) \\
&= \sum_{J=M}^{\infty}(2 J+1) f_{\lambda_{d} \lambda_{i} \lambda_{d} \lambda_{d}}^{J}(s) \operatorname{sign}(\lambda, \mu)(-i)^{|\lambda-\mu|} \\
& \times\left(\frac{\Gamma(J+m+1) \Gamma(J-m+1)}{\Gamma(J+M+1) \Gamma(J-M+1)}\right)^{1 / 2} w^{J-M}, \tag{31}
\end{align*}
$$

where

$$
m=\min (|\lambda|,|\mu|)
$$

and they satisfy the conditions (11) and (12) (see Ref. 9).
Using the integral representation for the functions $d_{\lambda \mu}^{J}(z),{ }^{10}$ we obtain the following relation between the functions $F_{\lambda_{i, k},}^{\lambda_{\lambda} \lambda_{d}}(s, z)$ and $G_{i_{i} \lambda_{1,}}^{\lambda_{1}, \lambda_{d}}(s, w)$ :

$$
\begin{equation*}
F_{\lambda_{a} \lambda_{b}}^{\lambda, \lambda_{a}}(s, \cos \theta)=\frac{1}{\pi i} \int_{\Gamma} \frac{d w G_{\lambda_{d} \lambda_{b}}^{\lambda \lambda_{i}}(s, w) h(\theta, t, a, b)}{\left(1-2 \cos \theta w+w^{2}\right)^{1 / 2}} \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
& t=\frac{w-\cos \theta-\left(1-2 \cos \theta w+w^{2}\right)^{1 / 2}}{i \sin \theta}, \\
& a=|\lambda-\mu|, \quad b=|\lambda+\mu| \\
& h(\theta, t, a, b)=\frac{[\cos (\theta / 2)+i t \sin (\theta / 2)]^{a+b}}{t^{a}}, \tag{33}
\end{align*}
$$

and the contour $\Gamma$ is the same as that for the spinless case (see Fig. 3).

For fixed values $\lambda, \mu$ the function $h(\theta, t, a, b)$ is majorized on the contour $\Gamma$ by a constant which is independent of $\theta$. Indeed, let us express $w$ from Eq. (33) in terms of $\theta, t$ :

$$
w=\cos \theta+(i / 2)\left(t+t^{-1}\right) \sin \theta
$$

On the contour $\Gamma$ the function $(w-\cos \theta) / \sin \theta$ is bounded by a constant for any angles $\theta$, therefore $t, t^{-1}$ and $h(\theta, t, a, b)$ are bounded by constants which are independent of $\theta$. Therefore the integral (32) is reduced to Eq. (23) and, in analogy with Eq. (25), we obtain the upper bound on the amplitude $F_{i}(s, \cos \theta)$ :

$$
\begin{align*}
F_{i}(s, \cos \theta) & <\operatorname{const}\left(\frac{1}{\delta_{i}^{3 / 2}|\sin \theta|^{1 / 2}} \arctan \frac{|\sin \theta|^{1 / 2}}{\delta_{i}^{1 / 2}}\right. \\
& \left.+\frac{1}{\delta_{i}\left(\delta_{i}+|\sin \theta|\right)}\right) \tag{34}
\end{align*}
$$

where

$$
\delta_{i}=\frac{R_{i}(s)-1}{\ln s} \simeq \frac{\left(2 a_{i}\right)^{1 / 2}}{\sqrt{s} \ln s} \text { for } s>a_{i}
$$

If $\theta<\delta_{i}$ or $\theta>\delta_{i}$ formula (34) transforms to Eq. (1) or Eq. (2). It agrees with the result of Refs. 11 and 12. Analogous considerations, as in Refs. 13 and 14 for the helicity amplitudes, can be used also here to obtain bounds similar to (25).
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The partial-wave unitarity condition is complicated by the presence of overlapping left and right branch cuts when the lowest exchanged mass is small in comparison to the direct-channel mass. A coupled-channel $N D^{-1}$ method for constructing unitary amplitudes with overlapping cuts is described. The study is motivated in part by the problem of analyzing the $\pi \pi-K \bar{K}$ system near the $S^{*}$ resonance.
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## I. INTRODUCTION

We discuss the unitarity condition for coupled twobody channels in a definite angular-momentum state. For simplicity in notation we take two channels, but our methods apply as well for any finite number. The square of the energy in the center-of-mass frame is denoted by $s$, and $s_{i}$ is the threshold of the $i$ th channel, $s_{1} \leqslant s_{2}$. As is appropriate in analytic $S$-matrix theory, we study a generalization of ordinary unitarity. If the masses of the particles in one channel are not too dissimilar to those in the other, generalized unitarity has the form

$$
\begin{align*}
& {\left[T\left(s_{+}\right)-T\left(s_{-}\right)\right] / 2 i=T\left(s_{+}\right) p(s) T\left(s_{-}\right)}  \tag{1.1}\\
& s>s_{1}, \quad T\left(s_{ \pm}\right)=\lim _{\epsilon \rightarrow 0+} T(s \pm i \epsilon)
\end{align*}
$$

where the $2 \times 2$ scattering matrix $T(s)$ is analytic in regions above and below the half-line $s>s_{1}$. The diagonal matrix of phase-space factors $\rho(s)$ includes unit step functions $\theta$ that vanish below channel thresholds:

$$
\begin{equation*}
\rho(s)=\left\{\rho_{i}(s) \delta_{i j}\right\}, \quad \rho_{i}(s)=\theta\left(s-s_{i}\right) q_{i}(s) . \tag{1.2}
\end{equation*}
$$

For the case of spinless, equal-mass particles in channel $i$ one has

$$
\begin{equation*}
q_{i}(s)=\left[\left(s-s_{i}\right) / s\right]^{1 / 2} \tag{1.3}
\end{equation*}
$$

Generalized unitarity (1.1) restricts the amplitudes $T_{12}(s)$ and $T_{22}(s)$ in the region $s_{1}<s<s_{2}$ where channel 2 is closed, whereas ordinary unitarity refers only to open channels.

A complication arises if mass differences are large.
Namely, the left cuts of some of the amplitudes overlap the half-line $s>s_{1}$. This occurs when the lowest mass in a cross channel is sufficiently small in comparison with the mass of the direct channel. The unitarity condition then becomes

$$
\begin{equation*}
\left[T\left(s_{+}\right)-T\left(s_{-}\right)\right] / 2 i=T\left(s_{+}\right) \rho(s) T\left(s_{-}\right)+\Delta_{L} T(s) \tag{1.4}
\end{equation*}
$$

where $\Delta_{L} T(s)$ is the matrix of discontinuities of $T(s)$ over the left cuts (denoted collectively by $L$ ).

[^26]An example is the two-channel problem with $\pi \pi$ and $K \bar{K}$ channels in a definite isospin state, considered near the $K \bar{K}$ threshold where the $4 \pi$ state has only a small production cross section. Under the assumption of Mandelstam analyticity, the partial-wave amplitude for $K \bar{K} \rightarrow K \bar{K}$ has a left cut beginning at the branch point $s=4\left(m_{K}^{2}-m_{\pi}^{2}\right)$. According to (1.4) the right cut begins at $s=4 m_{\pi}^{2}$, so that the two cuts overlap. The amplitudes for $\pi \pi \rightarrow \pi \pi$ and $\pi \pi \rightarrow K \bar{K}$ do not have overlapping cuts; their nearest left branch points are at $s=0$. The possible importance of treating correctly the overlapping cuts in the phenomenology of the $\pi \pi \rightarrow K \bar{K}$ system, especially near the $S^{*}$ resonance, has been emphasized by Ynduràin, ${ }^{1-3}$ González-Arroyo, ${ }^{3,4}$ and co-workers. ${ }^{3}$ Although the $\pi \pi \rightarrow K \bar{K}$ system has been discussed extensively, ${ }^{5}$ it appears that a full explication of the unitarity effects remains to be made. A similar situation of overlapping cuts occurs in the $N \bar{N}$ system, which is of high current interest in connection with baryonium states. ${ }^{6}$

In studying systems with overlapping cuts, from either a dynamical or a phenomenological viewpoint, one encounters a generalization of the standard problem of partial-wave dispersion relations. ${ }^{7}$ That is, given the left cut part of the $T$ matrix,

$$
\begin{equation*}
B(s)=T(s)-\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{T\left(s_{+}^{\prime}\right) \rho\left(s^{\prime}\right) T\left(s_{-}^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{1.5}
\end{equation*}
$$

determine the most general $T(s)$ having that left cut part and satisfying the augmented unitarity equation (1.4) as well as appropriate conditions of analyticity and asymptotic behavior. We shall provide a straightforward solution of this problem, based on the matrix $N D^{-1}$ method. ${ }^{8-11}$ As in the usual $N D^{-1}$ method, the problem is reduced to solving a linear integral equation for $N(s)$. It is gratifying to find that the equation is identical in form to the usual one. Only the derivation of the equation is altered. Being of Fredholm type under weak conditions on $B(s)$, the equation is amenable to numerical solution.

Our results are applicable in phenomenology as well as in dynamical schemes. In phenomenology the traditional approach to determination of $B(s)$ is to use crossing symmetry and experimental information on scattering in the cross channel. Such an approach determines the nearby singulari-
ties of $B(s)$ to a certain extent, but leaves the distant singularities to be represented by empirical parameters. A potentially more informative approach now under development is to use a new definition of Reggeon exchange, valid at low as well as high energy. ${ }^{12}$ The Reggeon exchanges involve all partial waves in the cross channel and form an important (possibly dominant) part of the analytically continued crosschannel absorptive part. It is hoped that a model of $B(s)$ based primarily on Reggeon exchanges will be realistic.

An ambitious scheme for construction of a crossingsymmetric unitary Regge theory, proposed in Refs. 12 and 13 and extended in a forthcoming paper to allow coupled channels, requires solution of a generalization of the problem treated here. In a crossing-symmetric treatment of coupled $\pi \pi$ and $K \bar{K}$ channels, for instance, one must account for the $4 \pi$ threshold at $s=16 m_{\pi}^{2}$ in the $K \bar{K}$ amplitude, which lies to the left of the beginning of the left cut at $s=4\left(m_{\kappa}^{2}-m_{\pi}^{2}\right)$. As we shall show in a later paper, this complicated situation of overlapping cuts can be handled in a rather simple way by extending the present $N D^{-1}$ method to allow a matrix of externally prescribed absorption parameters, in analogy to the work of Ref. 14. In the crossingsymmetric theory the absorption parameters for the $4 \pi$ state, etc., are obtained dynamically through crossing. The extended $N D^{-1}$ method with absorption should also be useful in phenomenology, especially for study of absorption in the $N \bar{N}$ system. A correct treatment of overlapping cuts is conceivably important in assessing the effects of absorption on baryonium states predicted from crossed $N N$ potentials. ${ }^{6}$

Section II contains the general solution of the twochannel problem under rather weak conditions on $B(s)$. It will be evident that the method works as well for $n$ channels. The Castillejo-Dalitz-Dyson (CDD) ambiguity ${ }^{7}$ is treated in detail, since a complete treatment for the coupled channel case has not been available in the literature. Recently Nenciu, Rasche, Stihi, and Woolcock ${ }^{15}$ criticized the $N D^{-1}$ method and suggested a method based on a pole approximation to $B(s)$ as a replacement. We feel that the discussion of Secs. II and III answers their criticisms and shows that the method is both general and practical. In our experience the pole approximation has not been very useful, since in realistic models $B(s)$ is not given in terms of poles and to approximate it by poles with sufficient accuracy is rather awkward. We note, however, that the pole approximation can be used in the $N D^{-1}$ scheme with overlapping cuts and that it leads as usual to explicit analytic forms for the solution of the integral equation.

In Sec. IV we give an $N D^{-1}$ method for a single-channel problem with absorption present at threshold; for example, $K \bar{K} \rightarrow K \bar{K}$. The absorption parameters are regarded as given and left cuts may or may not overlap the absorption cut below threshold.

In Sec. V we discuss a special case of our problem solved recently by González-Arroyo ${ }^{4}$; namely, a two-channel problem in which only the element $B_{22}(s)$ of $B(s)$ is nonzero. We reveal two new aspects of the González-Arroyo solution by deriving it from our formalism: (a) It necessarily entails CDD poles as defined in the two-channel formalism; if there
is not at least one CDD pole, only the trivial solution in which $T_{11}(s)=T_{12}(s)=0$ is obtained; (b) even though the González-Arroyo solution entails arbitrary rational functions, it is not the general solution of the problem with $B_{11}(s)=B_{12}(s)=0$; rather, it corresponds to putting some elements of the CDD pole residue matrices equal to zero.

In Sec. VI we comment on a proposal of Ynduràin for an explicit unitary parametrization of the $T$ matrix with overlapping cuts.

Appendix A is concerned with asymptotic estimates of principal-value integrals under conditions of logarithmic decrease of the density function. Appendix $\mathbf{B}$ contains the proof that the integral equation of Sec . II is of Fredholm type under conditions of logarithmic decrease of $B(s)$.

We hope to reexamine in a later paper the phenomenology of the $\pi \pi \rightarrow K \bar{K}$ system near the $S^{*}$ resonance using the methods described.

## II. GENERAL SOLUTION FOR TWO-CHANNEL CASE

In this section we solve the two-channel problem, with two pseudoscalar mesons of mass $m_{i}$ in the $i$ th channel. The phase-space factors are as given in (1.3), with $s_{i}=4 m_{i}^{2}$. We make analyticity assumptions weaker than those implied by the Mandelstam representation, since the extra generality involves little effort.

Let us first recall the implications of the Mandelstam representation. The partial-wave amplitudes $T_{11}(s)$ and $T_{12}(s)=T_{21}(s)$ are analytic in the $s$ plane, each with cuts $(-\infty, 0],\left[s_{1}, \infty\right)$, where $s_{1}=4 m_{1}^{2}$. If $m_{2}^{2}<2 m_{1}^{2}, T_{22}(s)$ is analytic in the plane with cuts $\left(-\infty, 4\left(m_{2}^{2}-m_{1}^{2}\right)\right],\left[s_{1}, \infty\right)$.


FIG. 1. Possible analyticity domains $\Omega_{11}, \Omega_{22}^{\prime}$ of $T_{11}(s), T_{22}(s)$, respectively.

If $m_{2}^{2} \geqslant 2 m_{1}^{2}$, we must regard $T_{22}(s)$ as sectionally analytic, since the cuts overlap and divide the plane in two:

$$
T_{22}(s)= \begin{cases}T_{22}^{(+)}(s), & \mathrm{Im} s>0  \tag{2.1}\\ T_{22}^{(-)}(s), & \mathrm{Im} s<0\end{cases}
$$

where $T_{22}^{(+)}(s)$ and $T_{22}^{(-)}(s)$ are analytic in their respective half-planes. One has $T_{i j}(s)=T_{i j}\left(s^{*}\right)^{*}$, which for $i=j=2$ means that $T_{22}^{(+)}(s)=T_{22}^{(-)}\left(s^{*}\right)^{*}$.

Our requirements on the $T$ matrix, weaker with respect to analyticity, will be as follows:
(a) $T_{i j}(s)=T_{j i}(s) ;$
(b) $T_{11}(s)$ and $T_{12}(s)$ are analytic in open neighborhoods $\Omega_{11}, \Omega_{12}$ of the half-line [ $s_{1}, \infty$ ), as illustrated in Fig. 1;

$$
\text { (c) } \quad T_{22}(s)= \begin{cases}T_{22}^{(+)}(s), & s \in \Omega_{22}^{(+)},  \tag{2.2b}\\ T_{22}^{(-)}(s), & s \in \Omega_{22}^{(-)},\end{cases}
$$

where $T_{22}^{\left(\frac{ \pm}{2}\right.}(s)$ is analytic in $\Omega_{22}^{( \pm)}$. Here $\Omega_{22}^{( \pm)}$is an open region of the upper half plane with $\left[s_{1}-\epsilon, \infty\right)$ as part of its boundary, and $\Omega_{22}^{(-)}$is the complex conjugate of that region (see Fig. 1);

$$
\begin{equation*}
\text { (d) } \quad T(s)=T\left(s^{*}\right)^{*} \text {; } \tag{2.2d}
\end{equation*}
$$

$$
\begin{align*}
\text { (e) } \Delta T(s) & =\left[T\left(s_{+}\right)-T\left(s_{-}\right)\right] / 2 i \\
& =T\left(s_{+}\right) \rho(s) T\left(s_{-}\right)+\Delta_{L} T(s), \quad s \geqslant s_{1},  \tag{2.2e}\\
\Delta_{L} T(s)= & \left(\begin{array}{cc}
0 & 0 \\
0 & \theta\left(s_{L}-s\right) \phi(s)
\end{array}\right), \quad s_{1}<s<s_{2}
\end{align*}
$$

where $\theta(s)$ is the unit step function and $\phi(s)=\Delta T_{22}(s)$, $s_{1} \leqslant s \leqslant s_{L} ;$
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FIG. 2. Possible analyticity domains $\hat{\Omega}_{11}, \hat{\Omega}_{22}$ of $B_{11}(s), B_{22}(s)$, respectively.
(f) $\quad\left|T\left(s_{+}\right)\right| \leqslant \kappa(\ln s)^{-\alpha}, \quad s \geqslant s_{1}$,

$$
\begin{align*}
& \left|T\left(s_{+}\right)-T\left(s_{+}^{\prime}\right)\right| \leqslant \kappa(\ln s)^{-\alpha}\left|\frac{s-s^{\prime}}{s}\right|^{\mu}, \quad s^{\prime} \geqslant s \geqslant s_{1}  \tag{2.2f}\\
& \quad \alpha>1, \quad 0<\mu \leqslant \frac{1}{2} .
\end{align*}
$$

Here and in the following, $\kappa$ represents a generic positive constant, which is understood to have different values in different equations. The inequalities ( 2.2 f ) apply to each element of the matrix $T(s)$ separately. The second of these inequalities follows from the stronger but more comprehensible requirement that $T\left(s_{+}\right)$be Hölder-continuous for $s<r$ and continuously differentiable for $s>r$ with
$\left|T^{\prime}\left(s_{+}\right)\right|<\kappa s^{-1} 1 n^{-a} s$, the point $r$ being arbitrary.
We shall determine the entire class of $T$ matrices satisfying conditions (2.2a), (2.2b), (2.2c), (2.2d), (2.2e) and ( 2.2 f ) and having the same given left-hand cut term,

$$
\begin{equation*}
B(s)=T(s)-\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{T\left(s_{+}^{\prime}\right) \rho\left(s^{\prime}\right) T\left(s_{-}^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{2.3}
\end{equation*}
$$

Note that property (2.2f) ensures convergence of the integral in (2.3). The following conditions on $B(s)$ are a consequence of the conditions on $T(s)$ and the definition (2.3):
(a) $B_{i j}(s)=B_{j i}(s)$;
(b) $B_{11}(s), B_{12}(s)$, and $B_{22}(s)$ are analytic in
$\hat{\Omega}_{11}=\Omega_{11} \cup\left[s_{1}, \infty\right), \hat{\Omega}_{12}=\Omega_{12} \cup\left[s_{1}, \infty\right)$, and
$\hat{\Omega}_{22}=\Omega_{22}^{(+)} \cup \Omega_{22}^{(-) \cup\left[s_{L}, \infty\right)}$, resp. (see Fig. 2);
(c) $B(s)=B\left(s^{*}\right)^{*}$;
(d) $|B(s)| \leqslant \kappa(\ln s)^{-\alpha}, \quad s \geqslant s_{1}$,

$$
\begin{equation*}
\left|B(s)-B\left(s^{\prime}\right)\right| \leqslant \kappa(\ln s)^{-\alpha}\left|\frac{s-s^{\prime}}{s}\right|^{\mu}, \quad s^{\prime} \geqslant s \geqslant s_{1} \tag{2.4d}
\end{equation*}
$$

The property (2.4d) is obtained from (2.3) with the help of Lemma 2 on asymptotic behavior of principal-value integrals which is proved in Appendix A. The other properties of $B$ follow immediately from (2.2).

Henceforth we suppose that a function $B(s)$, satisfying (2.4a), (2.4b), (2.4c), and (2.4d), is given. We seek the most general $T(s)$ that gives that $B(s)$ through (2.3), and which satisfies (2.2a), (2.2b), (2.2c), (2.2d), (2.2e), and (2.2f). Our analysis is based on the nontrivial theorem that any $T(s)$ satisfying conditions (2.2d), (2.2e), and (2.2f) has an $N D^{-1}$ representation with appropriate properties. To be more exact, under those conditions there exists a $2 \times 2$ matrix $\mathscr{D}(s)$ such that ${ }^{16,17}$
(a) $\mathscr{D}_{i j}(s)$ is analytic in the plane with cut $\left[s_{i}, \infty\right)$ and is defined by continuity on the cut. The function on the cut, $\mathscr{D}_{i j}\left(s_{ \pm}\right)$, is Hölder-continuous on any finite interval. (2.5a)
(b) $\mathscr{O}\left(s_{-}\right)=\left[1+2 i \rho(s) T\left(s_{+}\right)\right] \mathscr{D}\left(s_{+}\right) ;$
(c) $\mathscr{D}(s)=\mathscr{D}\left(s^{*}\right)^{*}$;
(d) $\mathscr{D}(s)$ is nonsingular (has an inverse) at every finite point of the cut plane, including points $s_{ \pm}$on the cut; (2.5d)
(e) There are integers $n_{i}$ such that the modified matrix

$$
\widetilde{\mathscr{D}}(s)=\left[s^{-n_{1}} \mathscr{O}_{\cdot 1}(s), s^{-n_{2}} \mathscr{D}_{2}(s)\right]
$$

tends to a finite, real, nonsingular limit as $|s| \rightarrow \infty$ :

$$
\widetilde{\mathscr{D}}(s) \rightarrow \widetilde{\mathscr{D}}(\infty)=\widetilde{\mathscr{D}}^{*}(\infty), \quad \operatorname{det} \widetilde{\mathscr{D}}(\infty) \neq 0
$$

Here $\mathscr{D}_{. j}(s)$ denotes the $j$ th column of $\mathscr{D}(s)$.
(2.5e)

The properties (2.5) clearly do not determine $\mathscr{D}(s)$ uniquely; at the least, one may interchange the columns of a given $\mathscr{D}(s)$ and multiply them by nonzero constants, thereby obtaining a new matrix that satisfies (2.5). Nevertheless, the (nonordered) pair of integers $n_{1}, n_{2}$ is uniquely determined by the asymptotic behavior of $T(s)$, and $n_{1}+n_{2}$ sets the degree of ambiguity in the determination of $T(s)$ from a given $B(s)$, as we shall explain presently.

In the single-channel case $\mathscr{D}(s)$ is determined up to a constant multiplier and has the familiar form

$$
\begin{equation*}
\mathscr{D}(s)=A \exp \left(-\frac{s}{\pi} \int_{s_{1}}^{\infty} \frac{\delta\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}\left(s^{\prime}-s\right)}\right) \tag{2.6}
\end{equation*}
$$

where $A$ is an arbitrary real constant and $\delta(s)$ is the phase shift, normalized so that $\delta\left(s_{1}\right)=0$. In the many-channel case there is, in general, no closed expression for $\mathscr{D}(s)$. Rather, $\mathscr{D}(s)$ is obtained through solution of a certain Fredholm integral equation with a kernel constructed from $T\left(s_{+}\right)$. If $\delta(s)$ in $(2.6)$ tends to a limit $\delta(\infty)$ and obeys the bounds

$$
\begin{align*}
& |\delta(s)-\delta(\infty)| \leqslant \kappa(\ln s)^{-\alpha} \\
& \left|\delta(s)-\delta\left(s^{\prime}\right)\right| \leqslant \kappa(\ln s)^{-\alpha}\left|\frac{s-s^{\prime}}{s}\right|^{\mu}  \tag{2.7}\\
& s<s^{\prime}, \quad 0<\mu<1, \quad \alpha>1
\end{align*}
$$

then

$$
\begin{equation*}
\mathscr{D}\left(s_{+}\right) \sim s^{\delta(\infty) / \pi}, \quad s \rightarrow+\infty . \tag{2.8}
\end{equation*}
$$

If $\delta(\infty) \geqslant \pi$, one has a CDD ambiguity in the determination of $T(s)$ from a given $B(s)$; cf. Ref. 7. We shall find a similar ambiguity in the two-channel case if $n_{1}+n_{2} \geqslant 1$. Let us write

$$
\begin{equation*}
T(s)=[T(s) \mathscr{D}(s)] \mathscr{D}^{-1}(s)=\mathscr{N}(s) \mathscr{D}^{-1}(s), \tag{2.9}
\end{equation*}
$$

and compute the discontinuity of $\mathscr{N}(s)$ from (2.5b). If the unitarity equation ( 2.2 e ) holds, we have

$$
\begin{align*}
& \Delta \mathscr{P}(s)=\left[T\left(s_{+}\right) \mathscr{D}\left(s_{+}\right)-T\left(s_{-}\right) \mathscr{D}\left(s_{-}\right)\right] / 2 i \\
& \quad=\left\{T\left(s_{+}\right)-T\left(s_{-}\right)\left[1+2 i \rho(s) T\left(s_{+}\right)\right]\right\} \mathscr{D}\left(s_{+}\right) / 2 i \\
& \quad=\Delta_{L} T(s) \mathscr{D}\left(s_{+}\right)=\Delta_{L} T(s) \mathscr{D}(s), \quad s \geqslant s_{1} . \tag{2.10}
\end{align*}
$$

In the final step of this calculation we are able to replace $\mathscr{A}\left(s_{+}\right)$by $\mathscr{D}(s)$ because of the form of $\Delta_{L} T(s)$ and the fact that the cut of $\mathscr{D}_{2 j}(s)$ begins at $s=s_{2}$. We have $\Delta \mathscr{H}(s)=0$, $s \geqslant s_{1}$, in the simpler case in which left- and right-hand cuts do not overlap. With overlapping cuts,

$$
\begin{align*}
& \Delta \mathscr{F}_{1 j}(s)=0 \\
& \Delta \mathfrak{F}_{2 j}(s)=\theta\left(s_{L}-s\right) \phi(s) \mathscr{D}_{2 j}(s),  \tag{2.11}\\
& j=1,2, \quad s \geqslant s_{1} .
\end{align*}
$$

The left-hand cut of each matrix element $\mathscr{N}_{i j}(s)$ does not overlap the right-hand cut of the corresponding $\mathscr{D}_{i j}(s)$.

We next consider the possible asymptotic behaviors of $\mathscr{D}(s)$ allowed by ( 2.5 e ) and for each type of behavior write a Cauchy representation for a matrix $D(s)$ closely related to $\mathscr{H}(s)$. The matrices $D(s)$ will subsequently be used to derive integral equations for $N(s)=T(s) D(s)$. We suppose initially that there is no bound-state pole of $T(s)$, and also that neither column of $\mathscr{T}(s)$ tends to the null vector as $|s| \rightarrow \infty$; thus,
$n_{i} \geqslant 0$. Presently we shall show that the vanishing of a column of $\mathscr{D}(s)$ at infinity is an exceptional case, not expected to occur in realistic models, provided that there are no bound states.

First take Case 1: $n_{1}=n_{2}=0$ in (2.5e). We define

$$
\begin{equation*}
D(s)=\mathscr{D}(s) \mathscr{D}^{-1}(\infty), \quad N(s)=\mathscr{N}(s) \mathscr{D}^{-1}(\infty) \tag{2.12}
\end{equation*}
$$

By properties (2.5b), (2.5c), and (2.2f),

$$
\begin{align*}
\operatorname{Im} D\left(s_{+}\right) & =\left[D\left(s_{+}\right)-D\left(s_{-}\right)\right] / 2 i \\
& =-\rho(s) T\left(s_{+}\right) \mathscr{D}\left(s_{+}\right) \mathscr{D}^{-1}(\infty) \\
& =-\rho(s) \mathscr{V ^ { \prime } ( s ) \mathscr { D } ^ { - 1 } ( \infty )} \\
& =-\rho(s) N(s)=O\left(\ln ^{-\alpha} s\right) . \tag{2.13}
\end{align*}
$$

If follows that $D(s)$ has the Cauchy representation (Case 1):

$$
\begin{equation*}
D(s)=1-\frac{1}{\pi} \int_{s,}^{\infty} \frac{\rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{2.14}
\end{equation*}
$$

We next consider Case 2: $n_{1}+n_{2}>0$ in (2.5e). To define $D(s)$ in this case we first choose any polynomials of the form

$$
P_{j}(s)=\left\{\begin{array}{cc}
\prod_{k=1}^{n}\left(s-s_{k j}\right), & s_{k j}<s_{1},  \tag{2.15}\\
1, & \text { if } n_{j}>0 \\
n_{j}=0
\end{array}\right.
$$

where the real points $s_{k j}, k=1,2, \ldots, n_{j}, j=1,2$, are all distinct. Then $D(s)$ is defined by

$$
D(s)=\mathscr{D}(s)\left(\begin{array}{cc}
P_{1}^{-1}(s) & 0  \tag{2.16}\\
0 & P_{2}^{-1}(s)
\end{array}\right) \widetilde{\mathscr{D}}^{-1}(\infty),
$$

and it has the Cauchy representation

$$
\begin{align*}
D(s)= & 1-\sum_{j=1}^{2} \sum_{k=1}^{n_{k}} \frac{C^{(k)}}{s_{k j}-s} \\
& -\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{\rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}, \tag{2.17}
\end{align*}
$$

since $D(\infty)=1$ and $N(s)=O\left(\ln ^{-\alpha} s\right)$. The residuematrices $C^{(k /)}$ have components
$C_{l m}^{(k j)}=\mathscr{D}_{l j}\left(s_{k j}\right)\left(\prod_{p=1, p \neq h}^{n}\left(s_{k j}-s_{p j}\right)\right)^{1} \mathscr{D}_{j m}^{-1}(\infty)$.
Henceforth we shall consolidate the indices $k$ and $j$ and write (2.17) as (Case 2):
$D(s)=1-\sum_{i=1}^{n_{i}} \frac{C_{i}}{\sigma_{i}-s}-\frac{1}{\pi} \int_{s_{i}}^{\infty} \frac{\rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}$.
Except for possible poles, the matrices $D(s)$ have the same properties (2.5) as $\mathscr{D}(s)$. Also, (2.10) implies that

$$
\begin{equation*}
\Delta N(s)=\Delta_{\iota} T(s) D(s), \quad s \geqslant s_{1} . \tag{2.20}
\end{equation*}
$$

The poles in (2.19) are analogous to the familiar CDD poles of the single-channel case: we shall again call them CDD poles. Because the pole positions $\sigma_{i}$ are all distinct, the residue matrices $C_{i}$ are singular:

$$
\begin{equation*}
\operatorname{det} C_{i}=0 \tag{2.21}
\end{equation*}
$$

That is seen from (2.18): the matrix $C^{(k)}$ has rank 1 , being a dyadic constructed from the vectors $\mathscr{F}_{j,}\left(s_{k j}\right)$ and $\mathscr{F}_{j}{ }^{1}(\infty)$.

We now turn to the derivation of the integral equation obeyed by $N(s)=T(s) D(s)$ for each of the two cases. The integral equation has a dual status. First, it is a necessary
condition on the $N(s)$ associated with any given $T(s)$. Second, it is a means of constructing a properly analytic, unitary, and symmetric $T(s)$ from a given $B(s)$. In applications one usually thinks only of the second aspect, but for the general theory, especially for demonstrating the generality of the solution of the construction problem, it is necessary to consider both aspects. We begin by deriving the equation as a necessary condition on $N(s)$ for a given $T(s)$ and later treat the construction problem.

For a given $T(s)$ satisfying conditions (2.2) and such that Case 1 holds, we examine the matrix function

$$
\begin{equation*}
A(s)=[T(s)-B(s)] D(s)-\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{B\left(s^{\prime}\right) \rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} . \tag{2.22}
\end{equation*}
$$

Since $B(s) \rho(s) N(s)=O\left(\ln ^{-2 \alpha} s\right)$, the integral converges. Notice that by $(2.3)$ the difference $T(s)-B(s)$ is defined in the whole cut plane, even though $T(s)$ and $B(s)$ separately may not be, in view of our weak assumptions on the region of definition and analyticity of $T(s)$. Clearly (2.22) defines a function $\Lambda_{1}(s)=\Lambda(s)$, analytic in the half plane $\operatorname{Im} s>0$, and another function $\Lambda_{2}(s)=\Lambda(s)$, analytic in $\operatorname{Im} s<0$. We show that $\Lambda_{2}(s)$ is the analytic continuation of $\Lambda_{1}(s)$ and that in fact $\Lambda_{1}(s)=\Lambda_{2}(s) \equiv 0$. For $s<s_{1}$

$$
\begin{equation*}
\Delta \Lambda(s)=[\Delta T(s)-\Delta B(s)] D(s)=0 \tag{2.23}
\end{equation*}
$$

For $s \geqslant s_{1}$

$$
\begin{align*}
\Delta \Lambda(s)= & \Delta N(s)-\Delta B(s) D(s)-B(s) \Delta D(s) \\
& -B(s) \rho(s) N(s) \\
= & \Delta_{L} T(s) D(s)-\Delta_{L} T(s) D(s)+B(s) \rho(s) N(s) \\
& -B(s) \rho(s) N(s) \\
= & 0 \tag{2.24}
\end{align*}
$$

The structure of $\Delta_{L} T(s)$, assumed in (2.2e), and the $\theta$ functions in $\Delta D(s)=-\rho(s) N(s)$ allowed us to replace $D\left(s_{-}\right)$by $D(s)$ and $B\left(s_{+}\right)$by $B(s)$ in (2.24). In the case without overlapping cuts the terms $\Delta N(s)$ and $-\Delta B(s) D\left(s_{-}\right)$are separately zero; here they are nonzero but fortunately cancel. We see that $\Lambda(s)$ is analytic in the entire plane. Also it vanishes at infinity, as is clear from (2.3), (2.14), and (2.22). Thus $\Lambda(s) \equiv 0$ and (2.14) may be substituted into (2.22) to yield the integral equation
$N(s)=B(s)+\frac{1}{\pi} \int_{s^{\prime}}^{\infty} \frac{B(s)-B\left(s^{\prime}\right)}{s-s^{\prime}} \rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}$.
Thanks to the $\theta$ function in $\rho\left(s^{\prime}\right)$ the domains of the first and second rows of $N\left(s^{\prime}\right)$ in the integral are $\left[s_{1}, \infty\right)$ and $\left[s_{2}, \infty\right)$, respectively. Consequently, each $N_{i j}(s)$ is in a region of analyticity over the domain in which Eq. (2.25) is to be solved, as is seen from (2.11).

The derivation of the integral equation proceeds similarly in Case 2 . The only change required is to account for the poles of $D(s)$. Referring to (2.22) and (2.19), we see that $\boldsymbol{\Lambda}(s)$ inherits the poles and in fact

$$
\begin{equation*}
A(s)=\sum_{i=1}^{n_{i}} \frac{1}{s-\sigma_{i}}\left[T\left(\sigma_{i}\right)-B\left(\sigma_{i}\right)\right] C_{i} . \tag{2.26}
\end{equation*}
$$

This equation yields the result

$$
N(s)=B(s)+\sum_{i=1}^{n_{i}} \frac{1}{s-\sigma_{i}}\left[R_{i}+B(s)\right] C_{i}
$$

$$
\begin{align*}
\quad & +\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{B(s)-B\left(s^{\prime}\right)}{s-s^{\prime}} \rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}  \tag{2.27}\\
R_{i}= & T\left(\sigma_{i}\right)-B\left(\sigma_{i}\right) \tag{2.28}
\end{align*}
$$

Henceforth we refer to the general equation (2.27), which includes (2.25) as the special case with $C_{i}=0$.

The integral equation (2.27) is amenable to the Fredholm theory in an appropriate Banach space, as is shown in Appendix B. By the Fredholm Alternative Theorem, ${ }^{20}$ the integral equation has a unique solution in the space considered, provided that the corresponding homogeneous equation has no nontrivial solution in that space. We shall suppose that the homogeneous equation in fact does not have a nontrivial solution, since the contrary case has not arisen, as far as we know, in realistic physical models. It does arise in the anomalous event of an "extinct bound state" as discussed by Atkinson and Halpern. ${ }^{18}$ The assumption that there is no solution of the homogeneous equation allows us to rule out the possibility that a column of $\mathscr{D}(s)$ vanishes at infinity, as promised above. If $\mathscr{D} ._{j}(s)$, the $j$ th column of $\mathscr{D}(s)$, tends to the null vector as $|s| \rightarrow \infty$, then it has a Cauchy
representation

$$
\begin{equation*}
\mathscr{D}_{\cdot j}(s)=-\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{\rho\left(s^{\prime}\right) \mathcal{V}_{. j}\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{2.29}
\end{equation*}
$$

Owing to the lack of the usual unit matrix term on the righthand side of (2.29), the corresponding integral equation for $\mathscr{N}_{\cdot j}(s)$ is homogeneous:

$$
\begin{equation*}
\mathscr{N}_{\cdot j}(s)=\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{B(s)-B\left(s^{\prime}\right)}{s-s^{\prime}} \rho\left(s^{\prime}\right) \mathscr{N}_{\cdot j}\left(s^{\prime}\right) d s^{\prime} \tag{2.30}
\end{equation*}
$$

Thus $\mathscr{N}_{\cdot j}(s)=0$ and $\mathscr{D}_{. j}(s)=0$, contrary to the fact that $\mathscr{D}(s)$ in nonsingular. The derivation of (2.30), carried out as before by showing that $\Lambda(s)=0$, fails if $T(s)$ has a boundstate pole. We defer the discussion of bound states.

Since we have ruled out the possibility that $\mathscr{D}_{. j}(s)$ vanishes at infinity, we may conclude that the matrix $N(s)$ for any $T(s)$ obeying (2.2) satisfies (2.27). Furthermore, the properties (2.2) and (2.5) guaranteethat $N(s)=T(s) D(s)$ lies in the Banach space used in the Fredholm theory of Appendix B. Thus, for a given $T(s)$, the matrix $N(s)=T(s) D(s)$ coincides with the unique solution of the integral equation provided by Fredholm theory.

When $B(s)$ rather than $T(s)$ is given, there is no a priori certainty that a corresponding satisfactory $T(s)$ exists. By the preceeding remarks we do know that if such a $T(s)$ exists, it must be obtainable in the form $N(s) D(s)^{-1}$, where $N(s)$ is a Fredholm solution of (2.27) for some choice of the parameters $C_{i}$ and $R_{i}$, with an arbitrary choice of the $\sigma_{i}$; here $D(s)$ is given in terms of $N(s)$ by (2.19). We now show that the Fredholm solution $N(s)$ of (2.27) gives a $T(s)$ satisfying (2.2), provided that $\operatorname{det} D(s) \neq 0$ in the cut plane and that, when there are CDD poles, another minor condition holds (condition (2.34) below). This assertion holds for any choice of the parameters consistent with restrictions already laid down. Those restrictions, we recall, are that all parameters be real, that $\sigma_{i}<s_{1}, \sigma_{i} \neq \sigma_{j}, \operatorname{det} C_{i}=0$, and that the $R_{i}$ be positivedefinite, symmetric matrices. The positive-definite character of $R_{i}$ follows from its definition and (2.3), since
$T\left(s_{+}\right) \rho(s) T\left(s_{-}\right)=T\left(s_{*}\right) \rho(s) T\left(s_{\star}\right)^{\dagger}$, where $\dagger$ denotesHermitian adjoint. The matrices $C_{i}$ and $R_{i}$ entail only three real parameters each, since $C_{i}$ is singular and $R_{i}$ is symmetric.

If $N(s)$ is a solution of (2.27) and $D(s)$ is given by (2.19), we may write $T(s)=N(s) D(s)^{-1}$, the proposed solution of our problem, in the form

$$
\begin{align*}
T(s)= & B(s)+\left(\sum_{i=1}^{n_{i}} \frac{1}{s-\sigma_{i}} R_{i} C_{i}\right. \\
& \left.+\frac{1}{\pi} \int_{s_{1}}^{\infty} \frac{B\left(s^{\prime}\right) \rho\left(s^{\prime}\right) N\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}\right) D^{-1}(s) . \tag{2.31}
\end{align*}
$$

This expression is derived by recognizing a term $B(s) D(s)$ on the right-hand side of (2.27). Since $\operatorname{det} D(s)$ is nonvanishing, it is clear that $T(s)$ has analyticity in accord with conditions (2.2), provided that it has no pole at $s=\sigma_{i}$. To demonstrate absence of a pole we write $D^{-1}(s)=\operatorname{cof} D(s) / \operatorname{det} D(s)$, and show by calculation, using $\operatorname{det} C_{i}=0$, that

$$
\begin{align*}
& C_{i} \operatorname{cof} D(s)=O(1), \quad s \rightarrow \sigma_{i},  \tag{2.32}\\
& \operatorname{det} D(s) \sim \frac{a_{i}}{s-\sigma_{i}}+O(1), \quad s \rightarrow \sigma_{i}, \\
a_{i}= & \sum_{j \neq 1}\left(C_{i 11} C_{j 22}+C_{i 22} C_{j 11}-C_{i 12} C_{j 21}-C_{j 12} C_{i 21}\right) \\
& +C_{i 11}\left[1+I_{22}\left(\sigma_{i}\right)\right]+C_{i 22}\left[1+I_{11}\left(\sigma_{i}\right)\right] \\
& -I_{12}\left(\sigma_{i}\right) C_{i 21}-I_{21}\left(\sigma_{i}\right) C_{i 12}, \tag{2.33}
\end{align*}
$$

where $I_{i j}(s)$ denotes the integral that appears in $D_{i j}(s)$. Thus formula (2.31) contains no pole provided that

$$
\begin{equation*}
a_{i} \neq 0 . \tag{2.34}
\end{equation*}
$$

Condition (2.34) is the extra requirement for existence of a solution in the presence of CDD poles, mentioned above.

Having proved analyticity, we have yet to show that (2.31) is properly unitary and symmetric. To check unitarity, we first calculate $\Delta N(s)=\Delta(T(s) D(s))$ from (2.31):

$$
\begin{align*}
\Delta N(s) & =B\left(s_{+}\right) \Delta D(s)+\Delta B(s) D\left(s_{-}\right)+B(s) \rho(s) N(s) \\
& =-B(s) \rho(s) N(s)+\Delta_{L} T(s) D(s)+B(s) \rho(s) N(s) \\
& =\Delta_{L} T(s) D(s) \tag{2.35}
\end{align*}
$$

The unitarity condition (2.2e) is now verified as follows:

$$
\begin{align*}
T\left(s_{+}\right)-T\left(s_{-}\right)= & {\left[N\left(s_{+}\right) D\left(s_{+}\right)^{-1} D\left(s_{-}\right)-N\left(s_{-}\right)\right] D\left(s_{-}\right)^{-1} } \\
= & {\left[N\left(s_{*}\right) D\left(s_{+}\right)^{-1} D\left(s_{-}\right)-N\left(s_{+}\right)\right.} \\
& \left.+2 i \Delta_{L} T(s) D(s)\right] D\left(s_{-}\right)^{-1} \\
= & N\left(s_{+}\right) D\left(s_{+}\right)^{-1}\left[D\left(s_{-}\right)-D\left(s_{+}\right)\right] D\left(s_{-}\right)^{-1} \\
& +2 i \Delta_{\downarrow} T(s) \\
= & N\left(s_{+}\right) D\left(s_{+}\right)^{-1} \rho(s) N(s) D\left(s_{-}\right)^{-1}+2 i \Delta_{L} T(s) \\
= & T\left(s_{+}\right) \rho(s) T\left(s_{-}\right)+2 i \Delta_{L} T(s) . \tag{2.36}
\end{align*}
$$

As before, the prefactors $\rho(s)$ and $\Delta_{L} T(s)$ allowed us, on occasion, to replace $s_{ \pm}$by $s$. This calculation reveals a situation not present in the case with nonoverlapping cuts. Namely, $T(s)$ satisfies unitarity only if $N(s)$ satisfies the integral equation (2.27). In the nonoverlapping case $N(s) D(s)^{-1}$ is unitary, but in general not symmetric, for an arbitrary real matrix $N(s)$ such that the integral in $D(s)$ is well defined.

Symmetry of $T(s)$ in (2.31) is proved by the method of Bjorken and Nauenberg. ${ }^{10}$ We examine the function

$$
\begin{equation*}
\Phi(s)=D^{T}(s)\left[T(s)-T^{T}(s)\right] D(s) \tag{2.37}
\end{equation*}
$$

where the superscript $T$ denotes transposition. Because of the definition (2.3) and the assumed symmetry (2.4a) of $B(s)$, it is clear that $\Phi(s)$ is analytic in the upper and lower halfplanes, even though we have not assumed that $T(s)$ is analytic in a whole cut plane. We shall show that the discontinuity of $\Phi(s)$ over the real axis is zero and that $\Phi(s)$ has no pole at $s=\sigma_{i}$. Since $\Phi(s)$ vanishes at infinity, it must then be identically zero. The symmetry of $T$ will follow, since we have assumed that $D(s)$ is nonsingular. For $s \leqslant s_{1}, \Delta \Phi(s)$ is obviously zero, since $\Delta D(s)=0$ and $B(s)=B^{T}(s)$ :

$$
\begin{align*}
\Delta \Phi(s) & =D^{T}(s) \Delta\left[T(s)-T^{T}(s)\right] D(s) \\
& =D^{T}(s) \Delta\left[B(s)-B^{T}(s)\right] D(s) \\
& =0, \quad s \leqslant s_{1} . \tag{2.38}
\end{align*}
$$

For $s>s_{1}$ we apply (2.35) and find

$$
\begin{align*}
\Delta \Phi(s)= & \Delta\left[D^{T}(s) N(s)-N^{T}(s) D(s)\right] \\
= & D^{T}\left(s_{+}\right) \Delta N(s)+\Delta D^{T}(s) N\left(s_{-}\right) \\
& -N^{T}(s) \Delta D(s)-\Delta N^{T}(s) D(s .) \\
= & D^{T}(s) \Delta_{L} T(s) D(s)-N^{T}(s) \rho(s) N(s) \\
& +N^{T}(s) \rho(s) N(s)-D^{T}(s) \Delta_{L} T(s) D(s) \\
= & 0 . \tag{2.39}
\end{align*}
$$

The CDD poles in the factors $D^{T}(s)$ and $D(s)$ of (2.37) cancel. That is seen by introducing (2.31) and invoking the symmetry of $R_{i}$; the sum of the pole terms is

$$
\begin{equation*}
\sum_{i}\left(s-\sigma_{i}\right)^{-2} C_{i}^{T}\left(R_{i}-R_{i}^{7}\right) C_{i}=0 \tag{2.40}
\end{equation*}
$$

To show that $T(s)$ of (2.31) satisfies the bounds (2.2f) we refer to the Fredholm theory of Appendix B, which shows that the solution $N(s)$ of the integral equation obeys bounds the same as those of $T(s)$. If $I(s)$ denotes the integral appearing in $D(s)$, then Lemma 2 of Appendix A shows that $I\left(s_{+}\right)$ also obeys bounds like (2.2f). It follows that
$\left|T\left(s_{4}\right)\right| \leqslant \kappa(\ln s)^{-\alpha}$. To verify the second inequality of (2.2f) we write, with $s \leqslant s^{\prime}$,

$$
\begin{align*}
& N(s) D\left(s_{+}\right)^{-1}-N\left(s^{\prime}\right) D\left(s_{+}^{\prime}\right)^{-1} \\
&= {\left[N(s)-N\left(s^{\prime}\right)\right] D\left(s_{+}\right)^{-1}+N\left(s^{\prime}\right) D\left(s_{+}\right)^{-1} } \\
& \times\left[D\left(s_{+}^{\prime}\right)-D\left(s_{+}\right)\right] D\left(s_{+}^{\prime}\right)^{1} . \tag{2.41}
\end{align*}
$$

When there are no CDD poles it is obvious that the required bound is satisfied for each of the terms on the right side. With poles, the only additional task is to demonstrate local Hölder continuity near the poles. That is easily done with the help of (2.32) and assumption (2.34).

We have finished the proof that $T(s)$ constructed from a solution of the integral equation (2.27) satisfies all of the conditions (2.2), provided only that det $D(s) \neq 0$ in the cut plane and $a_{i} \neq 0$.

The question of how to verify in practice the condition $\operatorname{det} D(s) \neq 0$ arises. In the following section we describe a simple and practical method of verifying the condition, which involves computation in the physical region only. Fortunately, it is not necessary to search the complex plane for zeros of det $D(s)$.

Suppose that we solve (2.27) with an arbitrary choice of the real, symmetric, positive-definite matrices $R_{i}$; let us de-
note these input parameters as $R_{i}^{\text {in }}$. If $T^{\text {out }}(s)$ denotes the amplitude constructed from (2.31) and the solution of (2.27), will it necessarily happen that $R_{i}^{\text {out }}=T^{\text {out }}\left(\sigma_{i}\right)-B\left(\sigma_{i}\right)$ $=R_{i}^{\text {in }}$ ?

In general the answer is no, because it is always possible
 has a real left eigenvector $v_{i}$ with eigenvalue zero:

$$
\begin{equation*}
v_{i}^{T} C_{i}=0 \tag{2.42}
\end{equation*}
$$

If we change $R_{i}^{\text {in }}$ by adding to it the positive-definite symmetric dyadic $\lambda v_{i} v_{i}^{T}, \lambda>0$, there is no resulting change in $R_{i}^{\text {out }}$, since $R_{i}^{\text {in }}$ enters the equations for $N(s)$ and $T^{\text {out }}(s)$ only in the product $R_{i}^{\text {in }} C_{i}$. Furthermore, we may argue that in general

$$
\begin{equation*}
R_{i}^{\text {out }}=R_{i}^{\text {in }}+\mu v_{i} v_{i}^{T}, \tag{2.43}
\end{equation*}
$$

where $\mu=\mu\left(R_{i}^{\text {in }}\right)$ is a real scalar function of $R_{i}^{\text {in }}$. If we multiply (2.31) on the right by $D(s)$ and equate residues of the poles on either side of the equation, we find that

$$
\begin{equation*}
\left(R_{i}^{\mathrm{mt}}-R_{i}^{\mathrm{in}}\right) C_{i}=0 . \tag{2.44}
\end{equation*}
$$

Both columns of $C_{i}$ are proportional to the same vector $u_{i}$, and $R_{i}^{\text {out }}-R_{i}^{\text {in }}$, being real and symmetric, has the representation

$$
\begin{equation*}
R_{i}^{\text {out }}-R_{i}^{\text {in }}=\sum_{j=1}^{2} \lambda_{j} w_{j} w_{j}^{T} . \tag{2.45}
\end{equation*}
$$

By (2.42) and the orthogonality of the $w_{j}$ we see that either $w_{j}^{T} u_{i}=0$ or $\lambda_{j}=0$ for each $j$, and that at most one of the $\lambda_{j}$ is nonzero. If $\lambda_{1}$, say, is nonzero, then $w_{1}$ has the same direction as $v_{i}$ (being orthogonal to $u_{i}$ ) and (2.43) follows. Since $R_{i}^{\text {out }}$ is a nonlinear function of $R_{i}^{\text {in }}$ (in the domain where it is not a constant function) the function $\mu\left(R_{i}^{\text {in }}\right)$ is not a simple one.

How many arbitrary parameters are associated with each CDD pole? To answer this question we first note that the pole positions $\sigma_{i}$ are not to be counted as free parameters. Suppose that we have constructed an amplitude $T(s)$ from (2.27) with input parameters $\sigma_{i}, C_{i}, R_{i}$. Recalling the derivation of (2.27), we see that the same $T(s)$ has a representation $T(s)=\hat{N}(s) \hat{D}(s)^{-1}$, where $\hat{D}(s)$ has new pole positions $\hat{\sigma}_{i}$ and new residues $\hat{C}_{i}$, and $\hat{N}(s)$ satisfies (2.27) with $\left(\sigma_{i}, C_{i}, R_{i}\right)$ $\rightarrow\left(\hat{\sigma}_{i}, \hat{C}_{i}, \hat{R}_{i}\right)$. Thus a change in pole position $\sigma_{i}$ may always be compensated by a change in $C_{i}$ and $R_{i}$ so as to yield the same amplitude $T(s)$. The essential parameters are three in $C_{i}$ and three in $R_{i}$, but it must be remembered that there is a subspace in the space of $R_{i}$ parameters on which $T(s)$ is constant; i.e., we may add any term of the form $\lambda v_{i} v_{i}^{T}, \lambda>0$, to $R_{\text {; }}$ without changing $T(s)$.

## III. BOUND STATES, LEVINSON'S THEOREM, AND A TEST FOR THE PRESENCE OF GHOST POLES

Bound states seem not to occur in meson systems, but there is nevertheless a good technical reason to discuss them. The many-channel version of Levinson's theorem states that

$$
\begin{equation*}
(1 / 2 i) \text { In } \operatorname{det} S(\infty)=-n_{b}+n_{c}, \tag{3.1}
\end{equation*}
$$

where $n_{b}$ is the number of bound-state poles, $n_{c}$ the number of CDD poles, and $S$ the scattering matrix

$$
\begin{equation*}
S(s)=1+2 i \rho^{1 / 2}(s) T\left(s_{+}\right) \rho^{1 / 2}(s) \tag{3.2}
\end{equation*}
$$

The quantity $\ln \operatorname{det} S(\infty)$ is defined by considering $\ln \operatorname{det}$ $S(s)$ as a continuous function of $s$, with $\ln \operatorname{det} S\left(s_{1}\right)=0$, and taking the increment between $s=s_{1}$ and $s=\infty$. Our interest in bound states and the Levinson relation stems from the circumstance that "ghost" poles (spurious poles of the $T$ matrix lacking a physical interpretation) are counted in Levinson's relation just as though they were bound-state poles. In a system with ghosts (3.1) is replaced by

$$
\begin{equation*}
(1 / 2 i) \ln \operatorname{det} S(\infty)=-n_{b}-n_{g}+n_{c}, \tag{3.3}
\end{equation*}
$$

where $n_{g}$ is the number of ghost poles. In a calculation with the $N D^{-1}$ method based on a specific model of $B(s)$, the number $\ln \operatorname{det} S(\infty)$ is computed easily in conjuction with the solution of the integral equation, $n_{c}$ is an input parameter, and $n_{b}=0$ is usually demanded by the physics of the situation. Thus we can determine the number of ghosts from (3.3), rather than by searching the complex plane for zeros of $\operatorname{det} D(s)$. Should bound states be allowed in the problem, their location and number are easily determined by looking for zeros of det $D(s)$ on a small interval of the real axis.

Levinson's relation is true for any amplitude $T(s)$ satisfying conditions (2.2), provided that the homogeneous form of Eq. (2.27) has no nontrivial solution (in the space considered in Appendix B). Of course the latter condition is a restriction on $B(s)$ alone and it seems invariably to be met in realistic models. It is understood that the poles of $T(s), n_{b}$ in number, are all simple poles with factorized residues (i.e., each residue matrix is of rank 1). A proof of Levinson's relation, valid under the conditions stated here, is given in Sec. 5 of Ref. 11. The proof as written applies when the poles of $T(s)$ are at real points $\hat{s}<s_{1}$. One may also have ghost poles at complex points in conjugate pairs ( $\hat{s}, \hat{s}^{*}$ ). An extension of the argument of Ref. 11 is required in that case.

## IV. SINGLE-CHANNEL PROBLEM WITH OVERLAPPING CUTS AND ABSORPTION AT THRESHOLD

In some phenomenological studies it may be more practical to treat only one channel explicitly, accounting for coupled channels by empirical absorption parameters. A simple extension of the single-channel $N / D$ method with absorption ${ }^{7}$ allows one to handle processes such as $K \bar{K} \rightarrow K \bar{K}$ and $N \bar{N} \rightarrow N \bar{N}$, which have absorption at threshold and overlapping cuts. The object is to construct unitary single-channel amplitudes of the form

$$
\begin{align*}
T(s)= & B_{L}(s)+\frac{1}{\pi} \int_{s_{0}}^{\infty} \frac{T\left(s_{+}^{\prime}\right) q\left(s^{\prime}\right) T\left(s_{-}^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \\
& +\frac{1}{\pi} \int_{s_{i}}^{\infty} \frac{F\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{4.1}
\end{align*}
$$

where the left cut part $B_{L}(s)$ and the absorption function $F(s)$ are given. We suppose that $B_{L}(s)$ has the properties of the function $B_{22}(s)$ of Sec. II; [ $s_{0}$ in (4.1) is to be identified with $s_{2}$ in Sec. II]. The inelastic threshold $s_{I}$ is assumed to be lower than the physical threshold $s_{0}$ and may be either to the left or to the right of the end of the left cut at $s_{L}$. With the channel considered labeled as the zeroth one, $F(s)$ is the inelastic part of the unitarity sum,

$$
\begin{equation*}
F(s)=\sum_{n \neq 0} T_{\text {or }}\left(s_{+}\right) \rho_{n}(s) T_{n 0}\left(s_{-}\right), \tag{4.2}
\end{equation*}
$$

where the functions $\rho_{n}(s)$ contain step functions to account for the closing of channels. The sum over $n$ may actually include integrals if states with more than two particles are involved. We have $F(s) \geqslant 0$ even for $s<s_{0}$; since the $T$ matrix is real-analytic and symmetric, $T_{n 0}\left(s_{-}\right)=T_{0 n}\left(s_{+}\right)^{*}$ even below the threshold of channel 0 . For $s \geqslant s_{0}, F(s)$ is expressed in terms of the usual elasticity function $\eta(s)$ :

$$
\begin{align*}
& F(s)=\left[1-\eta^{2}(s)\right] / 4 q(s), \quad s \geqslant s_{0},  \tag{4.3}\\
& T(s)=\left[\eta(s) e^{2 i \delta(s)}-1\right] / 2 i q(s), \quad s \geqslant s_{0} . \tag{4.4}
\end{align*}
$$

We suppose that $F(s)$ satisfies bounds like those on $B(s)$ in (2.4d). It then follows from (4.3) that $[1-\eta(s)] / q(s)$ satisfies such bounds as well, and in particular that $\eta(s) \rightarrow 1, s \rightarrow s_{0}+$.

In the $N / D$ method with absorption, ${ }^{7}$ the function $\mathscr{D}(s)$ is defined in terms of the real phase shift $\delta(s)$ of (4.4) by the expression (2.6). In the present extended method we use the same $\mathscr{D}(s)$, but use a $B(s)$ different from the usual one; namely,

$$
\begin{align*}
B(s)= & B_{L}(s)+\frac{1}{\pi} \int_{s_{1}}^{s_{0}} \frac{F\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \\
& +\frac{1}{2 \pi} \int_{s_{a}}^{\infty} \frac{1-\eta\left(s^{\prime}\right)}{q\left(s^{\prime}\right)\left(s^{\prime}-s\right)} d s^{\prime} . \tag{4.5}
\end{align*}
$$

In other words, we treat the part of the absorption cut between $s_{I}$ and $s_{0}$ just as though it were a left cut contribution. The derivation of the integral equation then proceeds in the same way as in Ref. 7. In the case without CDD poles the equation reads

$$
\begin{align*}
\eta(s) n(s)= & \operatorname{Re} B(s) \\
& +\frac{1}{\pi} \int_{s_{u}}^{\infty} \frac{\operatorname{Re} B(s)-\operatorname{Re} B\left(s^{\prime}\right)}{s-s^{\prime}} q\left(s^{\prime}\right) n\left(s^{\prime}\right) d s^{\prime}, \tag{4.6}
\end{align*}
$$

where $n(s)=-\operatorname{Im} D\left(s_{+}\right) / q(s)$. The amplitude is obtained in terms of $n(s)$ [which is not the same as the numerator function $N(s)$ ] by the formula
$T(s)=B(s)+\frac{1}{\pi D(s)} \int_{s_{0}}^{\infty} \frac{\operatorname{Re} B\left(s^{\prime}\right) q\left(s^{\prime}\right) n\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}$,
$D(s)=1-\frac{1}{\pi} \int_{s_{0}}^{\infty} \frac{q\left(s^{\prime}\right) n\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}$.
Each of the last two terms in (4.5), contributing to $\operatorname{Re} B(s)$, has a logarithmic singularity at $s=s_{0}$. The singularities of the two terms cancel, however, because $F(s)$ is Hölder-continuous and

$$
\begin{equation*}
F(s)=\frac{1-\eta^{2}(s)}{4 q(s)} \sim \frac{1-\eta(s)}{2 q(s)}, \quad s \rightarrow s_{0}+. \tag{4.9}
\end{equation*}
$$

As a result $\operatorname{Re} B(s)$ is Hölder-continuous for $s \geqslant s_{0}$ and the integral equation (4.6) is of Fredholm type on the space of Appendix B, provided that $\eta(s)$ has no zero. A solution of the integral equation gives an amplitude (4.7) that is properly analytic and satisfies unitarity in the form

$$
\begin{equation*}
\operatorname{Im} T\left(s_{+}\right)=T\left(s_{+}\right) \theta\left(s-s_{0}\right) q(s) T\left(s_{-}\right)+F(s)+\Delta_{L} T(s), \tag{4.10}
\end{equation*}
$$

$$
s>s_{I}
$$

provided that $D(s)$ has no zero in the cut plane. As in Sec. III, a practical test for the presence of ghost zeros of $D(s)$ may be based on Levinson's relation, which in the present case holds
in the form

$$
\begin{equation*}
\delta(\infty)=-\pi\left(n_{b}-n_{c}\right) . \tag{4.11}
\end{equation*}
$$

## V. A SPECIAL CASE SOLVED BY GONZÁLEZ-ARROYO

We return to the two-channel problem of Sec. II and discuss a special case treated by González-Arroyo ${ }^{4.3}$; namely, the case in which the left cut parts of $T_{11}$ and $T_{12}$ vanish and nonrelativistic kinematics hold:

$$
\begin{align*}
& B_{11}(s)=B_{12}(s)=B_{21}(s)=0,  \tag{5.1}\\
& \rho_{i}(s)=\theta\left(s-s_{i}\right)\left(s-s_{i}\right)^{1 / 2}, \quad i=1,2 . \tag{5.2}
\end{align*}
$$

Because $\rho_{i}(s)$ grows at infinity, we must assume that $B_{22}(s)$ vanishes more rapidly than does $B(s)$ of Sec. II. Instead of (2.4d), we take

$$
\begin{align*}
& \left|B_{22}(s)\right| \leqslant \kappa s^{-\alpha}, \quad s \geqslant s_{2} \\
& \left|B_{22}(s)-B_{22}\left(s^{\prime}\right)\right| \leqslant \kappa s^{-\alpha}\left|\frac{s-s^{\prime}}{s}\right|^{\mu}, \quad s^{\prime} \geqslant s \geqslant s_{2}, \\
& \frac{1}{2}<\alpha<1, \quad 0<\mu<\frac{1}{2} . \tag{5.3}
\end{align*}
$$

For a given $B(s)$ satisfying (5.1) and (5.3), we seek the general $T(s)$ satisfying (2.2a), (2.2b), (2.2c), (2.2d), (2.2e), and bounds such as (5.3) instead of (2.2f). For such a $T(s)$ there is a $\mathscr{D}(s)$ satisfying (2.5a), (2.5b), (2.5c), (2.5d), and (2.5e) and a corresponding $D(s)$, as defined in (2.16), having the representation (2.19). Consequently, the integral equation (2.27) holds. The first row of the matrix equation is trivial, giving $N_{1 j}(s)$ explicitly as a function of CDD parameters:

$$
\begin{equation*}
N_{1 j}(s)=\sum_{i=1}^{n_{s}} \frac{\left(R_{i} C_{i}\right)_{1 j}}{s-\sigma_{i}}, \quad j=1,2 \tag{5.4}
\end{equation*}
$$

From the second row of the integral equation we have

$$
\begin{align*}
N_{21}(s)= & \sum_{i=1}^{n_{i}}\left\{\left[R_{i}+B(s)\right] C_{i}\right\}_{21} \frac{1}{s-\sigma_{i}} \\
& +\frac{1}{\pi} \int_{s_{2}}^{\infty} \frac{B_{22}(s)-B_{22}\left(s^{\prime}\right)}{s-s^{\prime}} q_{2}\left(s^{\prime}\right) N_{21}\left(s^{\prime}\right) d s^{\prime}, \tag{5.5}
\end{align*}
$$

and

$$
\begin{align*}
N_{22}(s)= & B_{22}(s)+\sum_{i=1}^{n_{1}}\left\{\left[R_{i}+B(s)\right] C_{i}\right\}_{22} \frac{1}{s-\sigma_{i}} \\
& +\frac{1}{\pi} \int_{s_{2}}^{\infty} \frac{B_{22}(s)-B_{22}\left(s^{\prime}\right)}{s-s^{\prime}} q_{2}\left(s^{\prime}\right) N_{22}\left(s^{\prime}\right) d s^{\prime} \tag{5.6}
\end{align*}
$$

The integral in the $D$ matrix elements (2.16) corresponding to (5.4) may be evaluated to obtain

$$
\begin{align*}
D_{1 j}(s)= & \delta_{1 j}+\sum_{i=1}^{n_{i}}\left\{\left(C_{i}\right)_{1 j}+\left(R_{i} C_{i}\right)_{1 j}\right. \\
& \left.\times\left[\left(s_{1}-\sigma_{i}\right)^{1 / 2}+i q_{1}(s)\right]\right\} \frac{1}{s-\sigma_{i}} \tag{5.7}
\end{align*}
$$

We suppose as in Sec. II that the homogeneous version of the matrix integral equation for $N(s)$, equivalent in the present case to the homogeneous version of the scalar equation (5.5), has no nontrivial solution. Then if there are no CDD poles, the integral equation (5.5) for $N_{21}(s)$ is homogeneous and has only the trivial solution $N_{21}(s)=0$. Without CDD poles we obtain only the trivial solution in which channel 2 is completely decoupled, and $T_{11}(s)=T_{12}(s)=T_{21}(s)=0$. Thus
the solution of González-Arroyo necessarily entails CDD poles as defined in the two-channel formalism. Since Gonzá-lez-Arroyo reduced his problem to a one-channel case by a special device, this fact was not previously apparent.

To reduce the problem to a one-channel case through our formalism we circumvent solution of Eq. (5.5) and require solution of (5.6) alone. Accordingly, we suppose that the solution of (5.6), in a Banach space appropriate to conditions (5.3), is given; see the remark at the end of Appendix B. The solution $N_{22}(s)$ obeys conditions like (5.3); of course, the same is true of the solution $N_{21}(s)$ of (5.5). Because the inhomogeneous term in (5.5) is $O\left(s^{-1}\right)$, it is possible to show that $N_{21}(s)=O\left(s^{-1}\right)$ and $D_{21}\left(s_{+}\right)=O\left(s^{-1 / 2}\right)$. The proof is done by showing that the integral operator "improves" the asymptotic behavior of $N_{21}(s)$. That is, if $N_{21}(s)=O\left(s^{-\alpha}\right)$, then the integral is $O\left(s^{-2 \alpha+1 / 2}\right)$. By iteration of this argument one eventually gets $N_{21}(s)=O\left(s^{-1}\right)$.

We exploit the symmetry of the $T$ matrix, writing $T(s)=\hat{T}(s) / \operatorname{det} D(s)$ and

$$
\begin{align*}
\hat{T}_{12}(s) & =-N_{11}(s) D_{12}(s)+N_{12}(s) D_{11}(s)=\hat{T}_{21}(s) \\
& =-N_{22}(s) D_{21}(s)+N_{21}(s) D_{22}(s) . \tag{5.8}
\end{align*}
$$

From (5.4) and (5.7) we may compute $\hat{T}_{12}(s)$; it is just a rational function, since the terms from the imaginary parts of $D_{12}(s)$ and $D_{11}(s)$ cancel. With that observation and a knowledge of $N_{22}(s)$ and $D_{22}(s)$ we can use (5.8) to find the general form of $N_{21}(s)$ and $D_{21}(s)$. The rational function $\hat{T}_{12}(s)$ is

$$
\begin{align*}
\hat{T}_{12}(s)= & -N_{11}(s) \operatorname{Re} D_{12}(s)+N_{12}(s) \operatorname{Re} D_{11}(s) \\
= & -\sum_{i} \frac{\left(R_{i} C_{i}\right)_{11}}{s-\sigma_{i}} \sum_{j}\left[\left(C_{j}\right)_{12}+\left(s_{1}-\sigma_{j}\right)^{1 / 2}\left(R_{j} C_{j}\right)_{12}\right] \\
& \times \frac{1}{s-\sigma_{j}}+\sum_{i} \frac{\left(R_{i} C_{i}\right)_{12}}{s-\sigma_{i}} \\
& \times\left(1+\sum_{j}\left[\left(C_{j}\right)_{11}+\left(s_{1}-\sigma_{i}\right)^{1 / 2}\left(R_{j} C_{j}\right)_{11}\right] \frac{1}{s-\sigma_{j}}\right) \\
= & \frac{\Phi(s)}{P(s)}, \quad s \geqslant s_{1}, \tag{5.9}
\end{align*}
$$

where

$$
\begin{equation*}
P(s)=\prod_{i=1}^{n_{i}}\left(s-\sigma_{i}\right) \tag{5.10}
\end{equation*}
$$

and $\Phi(s)$ is a polynomial of degree not greater than $n_{c}-1$. The second-order poles, corresponding to $i=j$ in the sums of (5.9), cancel because of the condition $\operatorname{det} C_{i}=0$.

Equation (5.8) may be construed as a Riemann-Hilbert boundary-value problem for determination of $D_{21}(s)$. Since $N_{2 j}(s)=-\operatorname{Im} D_{2 j}(s) / q_{2}(s)$, the real part of (5.8) reads
$q_{2}(s) \frac{\Phi(s)}{P(s)}=-\operatorname{Im} D_{21}\left(s_{+}\right) \operatorname{Re} D_{22}\left(s_{+}\right)+\operatorname{Re} D_{21}\left(s_{+}\right) \operatorname{Im} D_{22}\left(s_{+}\right)$

$$
\begin{equation*}
=\left[D_{22}\left(s_{+}\right) D_{21}\left(s_{-}\right)-D_{22}\left(s_{-}\right) D_{21}\left(s_{+}\right)\right] / 2 i \tag{5.11}
\end{equation*}
$$

By the rearrangement displayed in the second line of (5.11), the Riemann-Hilbert problem ${ }^{17}$ is transformed to an inhomogeneous Hilbert problem ${ }^{17}$ :
$D_{21}\left(s_{-}\right)=\frac{D_{22}\left(s_{-}\right)}{D_{22}\left(s_{+}\right)} D_{21}\left(s_{+}\right)+\frac{2 i q_{2}(s) \Phi(s)}{P(s) D_{22}\left(s_{+}\right)}$.

To solve the Hilbert problem we invoke the ubiquitous phase integral

$$
\begin{align*}
& d(s)=\exp \left(-\frac{s}{\pi} \int_{s_{2}}^{\infty} \frac{\delta\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}\left(s^{\prime}-s\right)}\right)  \tag{5.13}\\
& e^{-2 i \delta(s)}=D_{22}\left(s_{+}\right) / D_{22}\left(s_{-}\right) \tag{5.14}
\end{align*}
$$

Notice that $\delta(s)$ is the phase shift for the amplitude $N_{22}(s) / D_{22}(s)$, which obeys elastic unitarity and is not to be confused with the channel-2 scattering amplitude $T_{22}(s)$. It is easy to see that $D_{22}(s) / d(s)$, being real for $s>s_{2}$, is a rational function with poles only at $s=\sigma_{i}$; we may write

$$
\begin{equation*}
D_{22}(s)=\frac{\Psi(s)}{P(s)} d(s) \tag{5.15}
\end{equation*}
$$

where $\Psi(s)$ is a polynomial of degree $n_{z}$ equal to the number of zeros of $D_{22}(s)$. Nothing prevents $D_{22}(s)$ from having zeros, in general, since poles of $N_{22}(s) / D_{22}(s)$ are not poles of the full $T$ matrix. We have $\delta(\infty)=\pi\left(n_{c}-n_{z}\right)$, since $D_{22}\left(s_{+}\right) \sim 1$ and $d\left(s_{+}\right) \sim \delta(\infty) / \pi, s \rightarrow+\infty$. Now substitute $d\left(s_{-}\right) / d\left(s_{+}\right)$for $D_{22}\left(s_{-}\right) / D_{22}\left(s_{+}\right)$in (5.12) and use (5.15) to obtain

$$
\begin{align*}
& {\left[D_{21}\left(s_{+}\right) / d\left(s_{+}\right)-D_{21}\left(s_{-}\right) / d\left(s_{-}\right)\right] / 2 i} \\
& \quad=-\frac{q_{2}(s)}{\left|d\left(s_{+}\right)\right|^{2}} \frac{\Phi(s)}{\Psi(s)}, \quad s \geqslant s_{2} . \tag{5.16}
\end{align*}
$$

Thus we have the discontinuity of $D_{21}(s) / d(s)$ over the cut $\left[s_{2}, \infty\right)$ and it is real as required. In addition we know that $D_{21}(s)$ is analytic in the plane with cut $\left[s_{2}, \infty\right)$, except for simple poles at $s=\sigma_{i}$, and that it vanishes at infinity:
$D_{21}\left(s_{+}\right)=O\left(s^{-1 / 2}\right)$. Since $d(s) \sim s^{n_{c}-n_{z}}$ at infinity, $D_{21}(s) / d(s)$ obeys an unsubtracted dispersion relation if $n_{c} \geqslant n_{z}$. The right-hand side of (5.16) is $O\left(s^{-1 / 2+n_{i}-n_{i}}\right)$ since degree ( $\Phi$ ) $\leqslant n_{c}-1$. For $n_{c} \geqslant n_{z}$ we have the representation

$$
\begin{align*}
D_{21}(s)= & d(s)\left(-\frac{1}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}\left(s^{\prime}\right)}{\left|d\left(s_{+}^{\prime}\right)\right|^{2}} \frac{\Phi\left(s^{\prime}\right)}{\Psi\left(s^{\prime}\right)} \frac{d s^{\prime}}{s^{\prime}-s}\right. \\
& \left.+\sum_{i=1}^{n_{i}} \frac{\left(C_{i}\right)_{21}}{d\left(\sigma_{i}\right)} \frac{1}{s-\sigma_{i}}\right) . \tag{5.17}
\end{align*}
$$

Note that $d(s)$ may be redefined through multiplication by a constant, but that (5.17) is invariant to such a change
$\left(d \rightarrow \lambda d, \Psi \rightarrow \lambda^{-1} \Psi\right)$. For $n_{z}-n_{c}=n_{s} \geqslant 1$ we must introduce $n_{s}$ subtractions and replace (5.17) by the formula

$$
\begin{align*}
D_{21}(s)= & Q(s) d(s)\left(\sum_{i=1}^{n_{1}} \frac{D_{21}\left(t_{i}\right)}{d\left(t_{i}\right)} \frac{1}{Q^{\prime}\left(t_{i}\right)\left(s-t_{i}\right)}\right. \\
& -\frac{1}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}\left(s^{\prime}\right)}{\left|d\left(s_{+}^{\prime}\right)\right|^{2}} \frac{\Phi\left(s^{\prime}\right)}{\Psi\left(s^{\prime}\right)} \frac{d s^{\prime}}{Q\left(s^{\prime}\right)\left(s^{\prime}-s\right)} \\
& \left.+\sum_{i=1}^{n_{i}} \frac{\left(C_{i}\right)_{21}}{Q\left(\sigma_{i}\right) d\left(\sigma_{i}\right)} \frac{1}{s-\sigma_{i}}\right), \tag{5.18}
\end{align*}
$$

where $Q(s)$ is a polynomial with distinct roots $t_{i}<s_{2}$, none of the $t_{i}$ coinciding with a $\sigma_{j}$. The function $N_{21}(s)$
$=-\operatorname{Im} D_{21}\left(s_{+}\right) / q_{2}(s)$ may be computed from (5.8), (5.9), or by taking the discontinuity of (5.17) or (5.18). By either method we find

$$
\begin{equation*}
N_{21}(s)=N_{22}(s) \frac{D_{21}(s)}{D_{22}(s)}+\frac{\Phi(s)}{P(s) D_{22}(s)} \tag{5.19}
\end{equation*}
$$

The representation (5.17) of $D_{21}(s)$ is determined by $\left(C_{i}\right)_{21}$ and the functions $\Phi(s), D_{22}(s)$. The latter are in turn determined by the matrices $C_{i}$ and $R_{i}$, through (5.9), (5.6), and (2.19). Thus we have determined $D_{21}(s)$ in terms of the input parameters $C_{i}$ and $R_{i}$ without having solved the integral equation (5.5), provided that $n_{c}-n_{z} \geqslant 0$. On the other hand, we can assert that $N_{21}(s)$ as determined by (5.19) and (5.17) in fact solves the integral equation, since the matrix $D(s)$ constructed from a solution of (2.27) satisfies all the requirements that led to the unique function (5.17).

In $n_{c}-n_{z}<0$ (which implies that $n_{z} \geqslant 2$ ), then $D_{21}(z)$ is not determined uniquely by the above considerations because of the unknown subtraction constants $D_{21}\left(t_{i}\right) / d\left(t_{i}\right)$ in (5.18). Consequently, we cannot be sure that the corresponding $N_{21}(s)$ satisfies (5.5). Nevertheless, we can demonstrate that $T(s)$ constructed from (5.18), (5.19), and the other previously determined elements of $D(s)$ and $N(s)$ actually is a solution of our problem for arbitrary subtraction constants (provided, as usual, that $\operatorname{det} D(s) \neq 0$ in the cut plane). It then follows that $N_{21}(s)$ constructed from (5.19) and (5.18) with arbitrary subtraction constants satisfies (5.5), but with a value of the parameter $\left(R_{i} C_{i}\right)_{21}$ that may only be computed $a$ posteriori as $\left\{\left[T\left(\sigma_{i}\right)-B\left(\sigma_{i}\right)\right] C_{i}\right\}_{21}$ from the $T(s)$ constructed. To show that $T(s)$ [constructed with (5.18), (5.19), and arbitrary subtraction constants] is a solution of our problem we have only to verify unitarity, since proper analyticity is evident and symmetry of $T(s)$ was ensured through the use of (5.8). Unitarity follows from the calculation (2.36) if (2.35) holds. The first row of (2.35) is trivial because of (5.4), and we have $\Delta N_{22}(s)=\left[\Delta_{L} T(s) D(s)\right]_{22}=\Delta_{L} T_{22}(s) D_{22}(s)$ as is usual for a single-channel $N / D$ problem. To finish the proof of (2.35), one has only to show that
$\Delta N_{21}(s)=\Delta_{L} T_{22}(s) D_{21}(s)$, and that is easily done by (5.19) and (5.18). For $s>s_{2}, \Delta N_{21}(s)=0$ because $N_{21}(s)$ is real, being the discontinuity of the product of two real-analytic functions displayed in (5.18). For $s<s_{2}$, (5.19) gives

$$
\begin{equation*}
\Delta N_{21}(s)=\Delta N_{22}(s) \frac{D_{21}(s)}{D_{22}(s)}=\Delta_{L} T_{22}(s) D_{21}(s) \tag{5.20}
\end{equation*}
$$

To make contact with the solution of González-Arroyo, we look at the $K$ matrix ${ }^{19}$

$$
\begin{equation*}
K(s)=N(s)[\operatorname{Re} D(s)]^{-1}, \quad s \geqslant s_{2} \tag{5.21}
\end{equation*}
$$

The solution in question is such that the element $K_{22}(s)$ is equal to the $K$ matrix for the "decoupled" channel-2 problem, namely, $N_{22}(s) / \operatorname{Re} D_{22}(s)$ :

$$
\begin{align*}
K_{22}(s) & =\frac{\left(N_{22} / \operatorname{Re} D_{22}\right) \operatorname{Re} D_{11}-\left(N_{21} / \operatorname{Re} D_{22}\right) \operatorname{Re} D_{12}}{\operatorname{Re} D_{11}-\left(\operatorname{Re} D_{21} / \operatorname{Re} D_{22}\right) \operatorname{Re} D_{12}} \\
& =N_{22}(s) / \operatorname{Re} D_{22}(s) \tag{5.22}
\end{align*}
$$

Condition (5.22) can be met in only two ways: either
$\operatorname{Re} D_{12}(s)=0$ or $N_{21}(s) \operatorname{Re} D_{22}(s)-N_{22}(s) \operatorname{Re} D_{21}(s)=0$. The latter equation implies that $K_{12}(s)=K_{21}(s)=0$, however, from which it follows that $T_{12}(s)=T_{21}(s)=0$; i.e., that the solution is trivial. We must take $\operatorname{Re} D_{12}(s)=0$ and by (5.7) we see that the González-Arroyo solution corresponds to a particular choice of CDD parameters such that

$$
\begin{equation*}
\left(C_{i}\right)_{12}=0, \quad\left(R_{i} C_{i}\right)_{12}=0 \tag{5.23}
\end{equation*}
$$

With $\operatorname{Re} D_{12}(s)=0$ one has

$$
\begin{equation*}
K_{12}(s)=K_{21}(s)=N_{12}(s) / \operatorname{Re} D_{22}(s) \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{11}(s)=\frac{1}{\operatorname{Re} D_{11}(s)}\left(N_{11}(s)-N_{12}(s) \frac{\operatorname{Re} D_{21}(s)}{\operatorname{Re} D_{22}(s)}\right) . \tag{5.25}
\end{equation*}
$$

According to (5.4) and (5.15), we may write (5.24) in the form

$$
\begin{equation*}
K_{12}(s)=\frac{\Psi_{12}(s)}{\Psi(s)} \frac{1}{\operatorname{Red}(s)}, \tag{5.26}
\end{equation*}
$$

where $\Psi_{12}(s)=N_{12}(s) P(s)$ is a polynomial of degree not greater that $n_{c}-1$. González-Arroyo has

$$
\begin{align*}
K_{12}(s) & =\left[1-i q_{2}(s) K_{22}(s)\right] \frac{\chi^{(0)}(s)}{d\left(s_{+}\right)} \\
& =\frac{D_{22}\left(s_{+}\right)}{\operatorname{Re} D_{22}(s)} \frac{\chi^{(0)}(s)}{d\left(s_{+}\right)}=\frac{\chi^{(0)}(s)}{\operatorname{Red}(s)}, \tag{5.27}
\end{align*}
$$

where $\chi^{(0)}(s)$ is a rational function that is $O\left(s^{n_{c}-1-n_{i}}\right)$ at infinity and has poles at the zeros of $D_{22}(s)$ [i.e., of $\left.\Psi(s)\right]$, in agreement with our function $\Psi_{12}(s) / \Psi(s)$ of (5.26). The argument of Ref. 4 seems to allow poles of $\chi^{(0)}(s)$ at other points as well, but our generally valid expression (5.26) shows that additional poles are not possible: we have $\chi^{(0)}(s)$
$=\Psi_{12}(s) / \Psi(s)$ with poles only at the zeros of $D_{22}(s)$.
Next let us evaluate (5.25) using expression (5.17). With the help of (5.15) and (5.14) we get

$$
\begin{align*}
K_{11}(s)= & {\left[N_{11}(s)+\frac{\Psi_{12}(s)}{\Psi(s)}\right.} \\
& \times\left(\frac{P}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}\left(s^{\prime}\right)}{\left|d\left(s_{+}^{\prime}\right)\right|^{2}} \frac{\Phi\left(s^{\prime}\right)}{\Psi\left(s^{\prime}\right)} \frac{d s^{\prime}}{s^{\prime}-s}\right. \\
& \left.\left.-\sum_{i=1}^{n_{c}} \frac{\left(C_{i}\right)_{21}}{d\left(\sigma_{i}\right)} \frac{1}{s-\sigma_{i}}+\frac{q_{2}(s) \tan \delta(s) \Phi(s)}{\left|d\left(s_{+}\right)\right|^{2} \Psi(s)}\right)\right] \\
& \times \frac{1}{\operatorname{Re} D_{11}(s)}, \quad s \geqslant s_{2} . \tag{5.28}
\end{align*}
$$

The corresponding formula in Ref. 4 is

$$
\begin{align*}
K_{11}(s)= & h^{(0)}(s)+\frac{P}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}\left(s^{\prime}\right)}{\left|d\left(s_{+}^{\prime}\right)\right|^{2}}\left(\frac{\Psi_{12}\left(s^{\prime}\right)}{\Psi\left(s^{\prime}\right)}\right)^{2} \frac{d s^{\prime}}{s^{\prime}-s} \\
& +\frac{q_{2}(s) \tan \delta(s)}{\left|d\left(s_{+}\right)\right|^{2}}\left(\frac{\Psi_{12}(s)}{\Psi(s)}\right)^{2}, \quad s \geqslant s_{2}, \tag{5.29}
\end{align*}
$$

where $h^{(0)}(s)$ is a rational function that has poles at the zeros of $\Psi(s)$ and is $O\left(s^{-1}\right)$ at infinity. In order that the terms proportional to $\tan \delta(s)$ in (5.28) and (5.29) agree, it is necessary that $\Phi(s)=\Psi_{12}(s)$ and $\operatorname{Re} D_{11}(s)=1$. According to (5.9) and the condition $\operatorname{Re} D_{12}(s)=0$ already imposed, $\Phi(s)=\Psi_{12}(s)$ follows from $\operatorname{Re} D_{11}(s)=1$. By (5.7) the latter is true if and only if

$$
\begin{equation*}
\left(C_{i}\right)_{11}=0, \quad\left(R_{i} C_{i}\right)_{11}=0 \tag{5.30}
\end{equation*}
$$

With $\Phi(s)=\Psi_{12}(s)$ we still have to resolve the discrepancy between the integrals that appear in (5.28) and (5.29). Consider the function
$f(s)=\frac{\Psi_{12}(s)}{\Psi(s)} \frac{1}{\pi} \int_{s,}^{\infty}\left[\frac{q_{2}(t)}{|d(t)|^{2}} \frac{\Psi_{12}(t)}{\Psi(t)}\right] \frac{d t}{t-s}$.

The bracketed expression is $O\left(t^{-n_{c}+n_{z}-1 / 2}\right)$ at infinity and we are assuming that $n_{c} \geqslant n_{z}$; hence the integral is $O\left(s^{-1 / 2}\right)$. The factor in front of the integral is $O\left(s^{n_{c}-n_{z}-1}\right)$. We may write a dispersion relation for $f(s)$ with $n$ subtractions, where

$$
n= \begin{cases}0, & n_{c}=n_{z},  \tag{5.32}\\ n_{c}+1 \\ n_{c}-n_{z}-1, & n_{c}-n_{z}>1\end{cases}
$$

Namely,
$f(s)=\sum_{m=0}^{n-1} f^{(m)}(0) s^{m}$
$+s^{n}\left[\sum_{i=1}^{n_{5}} \frac{a_{i}}{s-t_{i}}+\frac{1}{\pi} \int_{s_{2}}^{\infty}\left[\frac{q_{2}(t)}{\left|d\left(t_{+}\right)\right|^{2}}\left(\frac{\Psi_{12}(t)}{\Psi(t)}\right)^{2}\right] \frac{d t}{t^{n}(t-s)}\right]$,
where the sum over $i$ is due to the poles of $1 / \Psi(s)$ at points $t_{i}$, assumed distinct. The bracketed factor in the integrand is $O\left(t^{-3 / 2}\right)$ so that we can remove all $n$ subtractions in the integral by iteration of the identity

$$
\begin{equation*}
\frac{s^{n}}{(s-t) t^{n}}=\frac{s^{n-1}}{t^{n-1}}\left(\frac{1}{s-t}+\frac{1}{t}\right) \tag{5.34}
\end{equation*}
$$

Thus

$$
\begin{align*}
\operatorname{Re} f(s) & =\frac{\Psi_{12}(s)}{\Psi(s)} \frac{P}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}(t)}{\left|d\left(t_{)}\right)\right|^{2}} \frac{\Psi_{12}(t)}{\Psi(t)} \frac{d t}{t-s} \\
& =\frac{P}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}(t)}{\left|d\left(t_{+}\right)\right|^{2}}\left(\frac{\Psi_{12}(t)}{\Psi(t)}\right)^{2} \frac{d t}{t-s}+R(s) \tag{5.35}
\end{align*}
$$

where

$$
\begin{align*}
R(s)= & \sum_{m=-}^{n} f^{(m)}(0) s^{m}+s^{n} \sum_{i=1}^{n_{i}} \frac{a_{i}}{s-t_{i}} \\
& +\sum_{m=0}^{n} s^{m} \frac{1}{\pi} \int_{s_{2}}^{\infty} \frac{q_{2}(t)}{\left|d\left(t_{+}\right)\right|^{2}}\left(\frac{\Psi_{12}(t)}{\Psi(t)}\right)^{2} \frac{d t}{t^{m+1}} \tag{5.36}
\end{align*}
$$

We see that the integrals in (5.28) and (5.29) differ by a rational function that has poles at the $t_{i}$ and which in general is $O\left(s^{n-1}\right)$ at infinity.

Finally, in order that (5.28) and (5.29) be compatible, the rational function

$$
\begin{equation*}
N_{11}(s)+R(s)-\frac{\Psi_{12}(s)}{\Psi(s)} \sum_{i=1}^{n_{i}} \frac{\left(C_{i}\right)_{21}}{d\left(\sigma_{i}\right)} \frac{1}{s-\sigma_{i}} \tag{5.37}
\end{equation*}
$$

must have the properties required of $h^{(0)}(s)$. If $n_{c}=n_{z}, n_{z}$ +1 , then $R(s)=O\left(s^{-1}\right)$ and all terms in (5.37) are $O\left(s^{-1}\right)$ at infinity as required. Otherwise the second and third terms of (5.37) must cancel appropriately at infinity. González-Arroyo tacitly assumed, in fact, that $n_{z}=0$. With that assumption we get a solution of his form when $n_{c}=1$ and the CDD residues satisfy conditions (5.23) and (5.30). Even though the solution of González-Arroyo contains arbitrary rational functions, it is far from being the general solution of the problem posed.

## VI. REMARK ON A UNITARY PARAMETRIZATION SUGGESTED BY YNDURÀIN

We have shown how to construct properly analytic amplitudes satisfying the unitarity equation (2.2e), but the construction has the disadvantage of requiring the solution of an integral equation. For phenomenology it would be useful to have a parametrization of $T(s)$, analogous to the usual $K$ matrix parametrization, that would automatically satisfy (2.2e). Ynduràin ${ }^{1}$ has proposed a parametrization which has the required property in the region $s_{1} \leqslant s \leqslant s_{2}$. Define $\bar{T}(s)$ such that $\bar{T}_{i j}(s)=T_{i j}(s)$, except for $i=j=2$, and

$$
\begin{equation*}
\bar{T}_{22}(s)=T_{22}(s)-\frac{1}{\pi} \int_{0}^{S_{1}} \frac{\phi\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s} \tag{6.1}
\end{equation*}
$$

There is nothing special about the lower limit 0 in the integral; any lower limit less than $s_{1}$ will do. Define a matrix $\bar{M}(s)$, which is related to $\bar{T}(s)$ in the way that $M(s)=K^{-1}(s)$ is related to $T(s)$ :

$$
\begin{equation*}
\bar{T}(s)^{-1}=\bar{M}(s)-i \rho(s) \tag{6.2}
\end{equation*}
$$

Now we may show that the unitarity condition (2.2e) is equivalent to the reality condition $\bar{M}(s)=\bar{M}(s)^{*}$ in the region $s_{1} \leqslant s \leqslant s_{2}$. Let us consider the region $s \geqslant s_{1}$, supposing that $\bar{M}(s)$ is real in that region. We write

$$
\begin{align*}
& T(s)=\bar{T}(s)+\hat{T}(s),  \tag{6.3}\\
& \hat{T}(s)=\left[\begin{array}{lc}
0 & 0 \\
0 & \frac{1}{\pi} \int_{0}^{S_{I}} \frac{\phi\left(s^{\prime}\right) d s^{\prime}}{s^{\prime}-s}
\end{array}\right]
\end{align*}
$$

Since reality of $\bar{M}(s)$ implies that

$$
\begin{equation*}
\Delta \bar{T}(s)=\bar{T}\left(s_{+}\right) \rho(s) \bar{T}\left(s_{-}\right) \tag{6.4}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Delta T(s)=\bar{T}\left(s_{+}\right) \rho(s) \bar{T}\left(s_{-}\right)+\Delta_{L} T(s) \tag{6.5}
\end{equation*}
$$

Also,

$$
\begin{equation*}
T\left(s_{+}\right) \rho(s) T\left(s_{-}\right)=\bar{T}\left(s_{+}\right) \rho(s) \bar{T}\left(s_{-}\right)+U(s) \tag{6.6}
\end{equation*}
$$

where

$$
\begin{align*}
U_{i j}= & \bar{T}_{-i 1} \rho_{1} \hat{T}_{+1 j}+\bar{T}_{-i 2} \rho_{2} \hat{T}_{+2 j}+\hat{T}_{-i 1} \rho_{1} \bar{T}_{+1 j} \\
& +\hat{T}_{-i 2} \rho_{2} \bar{T}_{+2 j}+\hat{T}_{-i,} \rho_{1} \hat{T}_{+1 j}+\hat{T}_{-i 2} \rho_{2} \hat{T}_{+2 j}  \tag{6.7}\\
= & \rho_{2}\left(\bar{T}_{-i 2} \hat{T}_{+2 j}+\hat{T}_{-i 2} \bar{T}_{+2 j}+\hat{T}_{-i 2} \hat{T}_{+2 j}\right) \delta_{i 2} \delta_{j 2}
\end{align*}
$$

Since $U(s)=0$ for $s \leqslant s_{2}$, Eq. (6.5) is indeed the unitarity equation for $s_{1} \leqslant s \leqslant s_{2}$.

For $s>s_{2}$, however, unitarity is not equivalent to $\bar{M}(s)$ being real, since $U_{22}(s) \neq 0$ in that region. Indeed, unitarity for $s>s_{2}$ is equivalent to $M(s)=K^{-1}(s)$ being real, where

$$
\begin{equation*}
T(s)^{-1}=M(s)-i \rho(s) \tag{6.8}
\end{equation*}
$$

The relation between $M$ and $\bar{M}$ is as follows:

$$
\left[1+\left(\bar{M}_{22}-i \rho_{2}\right) \hat{T}_{22}\right]\left(\begin{array}{cc}
M_{11}-i \rho_{1} & M_{12}  \tag{6.9}\\
M_{21} & M_{22}-i \rho_{2}
\end{array}\right)=\left(\begin{array}{cc}
{\left[1+\left(\bar{M}_{22}-i \rho_{2}\right) \hat{T}_{22}\right]\left(\bar{M}_{11}-i \rho_{1}\right)-\bar{M}_{12}^{2} \hat{T}_{22}} & \bar{M}_{12} \\
\bar{M}_{12} & \bar{M}_{22}-i \rho_{2}
\end{array}\right)
$$

Clearly $\bar{M}(s)$ does not change continuously into $M(s)$ at $s=s_{2}$; rather, at $s=s_{2}$ we have

$$
M=\bar{M}-\frac{\hat{T}_{22}}{1+\bar{M}_{22} \hat{T}_{22}}\left(\begin{array}{cc}
\bar{M}_{12}^{2} & \bar{M}_{12} \bar{M}_{22}  \tag{6.10}\\
\bar{M}_{12} \bar{M}_{22} & \bar{M}_{22}^{2}
\end{array}\right)
$$

The matrices $M(s)$ and $\bar{M}(s)$ are two different analytic functions that one would try to represent in terms of a few empirical parameters so as to meet the following conditions:
(i) $\bar{M}(s)=\bar{M}(s)^{*}, \quad s_{1}<s<s_{2} ;$
(ii) $M(s)=M(s)^{*}, \quad s>s_{2}$;
(iii) $M(s)$ and $\bar{M}(s)$ are related by Eq. (6.9), $s \geqslant s_{1}$.
(iv) The analyticity properties of $M(s)$ and $\bar{M}(s)$ should reflect to a reasonable extent the correct analyticity properties of $T(s)$, especially the nearby singularities corresponding to the principal particle exchanges.

It seems rather difficult to satisfy all of these requirements simultaneously; in particular it seems hard to satisfy (iii) in such a way that (i) and (ii) would also hold. We would expect Ynduràin's proposal to be rather limited in usefulness. The only alternative that we can think of, short of solving the integral equation (2.27), is to make a pole approximation for $B(s)$. As is well known, the kernel of the equation is then separable and solution of the equation is reduced to quadratures and solution of algebraic equations. Unfortunately, for a realistic representation of $B(s)$ one usually needs so many poles that the resulting formulas are not very illuminating.
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## APPENDIX A: ESTIMATES OF PRINCIPAL VALUE INTEGRALS

We are concerned with the asymptotic behavior and continuity properties of principal value integrals of the form

$$
\begin{equation*}
g(s)=P \int_{s_{1}}^{\infty} \frac{f(t) d t}{t-s} \tag{A1}
\end{equation*}
$$

In the following $a, \theta$, and $\delta$ are fixed positive constants, and $\kappa$ is "some positive constant" which is understood to have different values in different inequalities.

Lemma 1: Suppose that $f(t)$ obeys the conditions

$$
\begin{align*}
& |f(t)| \leqslant \frac{\kappa}{t^{a}}\left(\frac{t-s_{0}}{t}\right)^{\theta}  \tag{A2a}\\
& \left|f\left(t_{1}\right)-f\left(t_{2}\right)\right| \leqslant \frac{\kappa}{t_{1}^{a}}\left(\frac{t_{2}-s_{0}}{t_{2}}\right)^{\theta-\delta}\left|\frac{t_{1}-t_{2}}{t_{1}}\right|^{\delta}, \\
& t_{2} \geqslant t_{1}, \quad a+\delta<1, \quad \theta>\delta \tag{A2b}
\end{align*}
$$

Then the integral $g(s)$ of (A1) is such that

$$
\begin{align*}
& |g(s)| \leqslant \kappa / s^{a} ;  \tag{A3a}\\
& \left|g\left(s_{1}\right)-g\left(s_{2}\right)\right| \leqslant \frac{\kappa}{s_{1}^{a}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right|^{\delta}, \quad s_{2} \geqslant s_{1} . \tag{A3b}
\end{align*}
$$

Lemma 2: Suppose that $f(t)$ obeys the conditions

$$
\begin{align*}
&|f(t)|<\frac{\kappa}{(\ln t)^{a}}\left(\frac{t-s_{0}}{t}\right)^{\theta}  \tag{A4a}\\
&\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right| \leqslant \frac{\kappa}{\left(\ln t_{1}\right)^{a}}\left(\frac{t_{2}-s_{0}}{t_{2}}\right)^{\theta-\delta}\left|\frac{t_{1}-t_{2}}{t_{1}}\right|^{\delta} \\
& t_{2} \geqslant t_{1}, \quad a>1, \quad \theta>\delta . \tag{A4b}
\end{align*}
$$

Then the integral $g(s)$ of (A1) is such that $|g(s)| \leqslant \kappa /(\ln s)^{a-1} ;$
$\left|g\left(s_{1}\right)-g\left(s_{2}\right)\right| \leqslant \frac{\kappa}{\left(\ln s_{1}\right)^{a-1}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right|^{\delta}, \quad s_{2} \geqslant s_{1}$.
We give a proof of Lemma 2; A proof of Lemma 1 follows the same lines, but is somewhat easier. To verify (A5a), we write

$$
\begin{equation*}
g=P \int_{4}^{\mu s}+\int_{\mu s}^{\infty}=g_{1}+g_{2}, \quad \mu>1 \tag{A6}
\end{equation*}
$$

and majorize $g_{2}$ immediately:

$$
\begin{equation*}
\left|g_{2}\right| \leqslant \kappa \int_{\mu s}^{\infty} \frac{d t}{\ln ^{a} t(t-s)} \leqslant \kappa \int_{\mu s}^{\infty} \frac{d t}{t \ln ^{a} t} \leqslant \frac{\kappa}{\ln ^{a-1} s} . \tag{A7}
\end{equation*}
$$

For $g_{1}$ we use the identity

$$
\begin{equation*}
g_{1}(s)=\int_{s_{0}}^{\mu s} \frac{f(t)-f(s)}{t-s} d t+f(s) \frac{(\mu-1) s}{s-s_{0}} \tag{A8}
\end{equation*}
$$

By introducing (A4b) and (A4a) in the first and second terms of (A8), respectively, we see that $g_{1}(s)$ is bounded at small $s$, say $s<2 s_{0}$, and consequently (A5a) holds at small $s$. For $s>2 s_{0}$ the logarithmic term in (A8) clearly satisfies (A5a). The other term is decomposed and bounded as follows, with $\frac{1}{2}<\lambda<1$ :

$$
\begin{align*}
\left(\int_{s_{0}}^{\lambda s}\right. & \left.+\int_{\lambda s}^{\mu s}\right)\left|\frac{f(t)-f(s)}{t-s}\right| d t \\
& \leqslant \kappa \int_{s_{0}}^{\lambda s} \frac{d t}{t^{\delta} \ln ^{a} t} \frac{1}{|\lambda s-s|^{1-\delta}} \\
& +\kappa \int_{\lambda s}^{\mu s} \frac{d t}{s^{\delta} \ln ^{a} s} \frac{1}{|t-s|^{1-\delta}} \\
& \leqslant \frac{\kappa}{s^{1-\delta}} \int_{s_{0}}^{\lambda s} \frac{d t}{t^{\delta} \ln ^{a} t}+\frac{\kappa}{\ln ^{a} S} \int_{\lambda}^{\mu} \frac{d u}{|u-1|^{1-\delta}} \\
& \leqslant \frac{\kappa}{\ln ^{a} S} \tag{A9}
\end{align*}
$$

Thus (A5a) is proved and we see that the dominant part of $g(s)$ at large $s$ is from the tail of the integral, $g_{2}(s)$.

To establish (A5b) we split the integral as follows:

$$
\begin{equation*}
g=P \int_{s_{s_{1}}}^{2 s_{2}}+\int_{2 s_{2}}^{\infty}=g_{1}+g_{2} \tag{A10}
\end{equation*}
$$

The bound of $g_{2}$ is easily obtained:

$$
\begin{align*}
\left|g_{2}\left(s_{1}\right)-g_{2}\left(s_{2}\right)\right| & \leqslant \kappa\left|s_{1}-s_{2}\right| \int_{2 s_{2}}^{\infty} \frac{d t}{\ln ^{a} t\left(t-s_{1}\right)\left(t-s_{2}\right)} \\
& \leqslant \kappa\left|s_{1}-s_{2}\right| \int_{2 s_{2}}^{\infty} \frac{d t}{t^{2} \ln ^{a} t} \leqslant \frac{\kappa\left|s_{1}-s_{2}\right|}{s_{2} \ln ^{a} s_{2}} \\
& \leqslant \frac{\kappa}{\ln ^{a} s_{2}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right| \leqslant \frac{\kappa}{\ln ^{a} s_{1}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right|^{\delta} .
\end{align*}
$$

Now put $s_{2}=s_{1}(1+b)$ and note that we may restrict atten-
tion to small $b$, say $b \leqslant \frac{1}{8}$. For $b>\frac{1}{8}$ the required bound is a direct consequence of (A5a):

$$
\begin{align*}
\left|g\left(s_{1}\right)-g\left(s_{2}\right)\right| & \leqslant\left|g\left(s_{1}\right)\right|+\left|g\left(s_{2}\right)\right| \leqslant \frac{\kappa}{\ln ^{a-1} s_{1}} \\
& \leqslant \frac{\kappa b^{\delta}}{\ln ^{a-1} s_{1}}=\frac{\kappa}{\ln ^{a-1} s_{1}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right|^{\delta} \tag{A12}
\end{align*}
$$

Let us extend the domain of $f(t)$ to include the interval $\frac{1}{2} s_{0} \leqslant t \leqslant s_{0}$, putting $f(t)=0$ on that interval. The property
(A4b) holds for the extended function; for $t_{1}<s_{0}$ and $t_{2} \geqslant s_{0}$

$$
\begin{align*}
\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right|= & \left|f\left(t_{2}\right)\right| \leqslant \frac{\kappa}{\ln ^{a} t_{2}}\left(1-\frac{s_{0}}{t_{2}}\right)^{\theta} \\
& \leqslant \frac{\kappa}{\ln ^{a} t_{2}}\left(1-\frac{s_{0}}{t_{2}}\right)^{\theta-\delta}\left(1-\frac{t_{1}}{t_{2}}\right)^{\delta} \\
& \leqslant \frac{\kappa}{\ln ^{a} t_{1}}\left(\frac{t_{2}-s_{0}}{t_{2}}\right)^{\theta-\delta}\left(\frac{t_{1}-t_{2}}{t_{1}}\right)^{\delta} \tag{A13}
\end{align*}
$$

By (A8) we have

$$
\begin{align*}
g_{1}(s) & =\int_{s_{0} / 2}^{2 s_{2}} \frac{f(t)-f(s)}{t-s} d t+f(s) \ln \left(\frac{2 s_{2}-s}{s-s_{0} / 2}\right) \\
& =h_{1}(s)+h_{2}(s) \tag{A14}
\end{align*}
$$

and

$$
\begin{equation*}
\left|h_{2}\left(s_{1}\right)-h_{2}\left(s_{2}\right)\right| \leqslant\left|f\left(s_{1}\right)-f\left(s_{2}\right)\right|\left|\ln \left(\frac{2 s_{2}-s_{1}}{s_{1}-s_{0} / 2}\right)\right|+ \tag{A15}
\end{equation*}
$$

$\left|f\left(s_{2}\right)\right|\left|\ln \left(\frac{2 s_{2}-s_{1}}{s_{1}-s_{0} / 2}\right)-\ln \left(\frac{2 s_{2}-s_{2}}{s_{2}-s_{0} / 2}\right)\right|$.
The logarithmic factor in the first term of (A15) is clearly bounded by a constant for $b \leqslant \frac{1}{8}$ and $s_{1} \geqslant s_{0}$. For the second term we use the mean-value theorem, noting that

$$
\begin{align*}
\sup _{s_{1}<s \leqslant s_{2}} & \left|\frac{d}{d s} \ln \left(\frac{2 s_{2}-s}{s-s_{0} / 2}\right)\right| \\
& \leqslant \sup \left|\frac{1}{2 s_{2}-s}\right|+\sup \left|\frac{1}{s-s_{0} / 2}\right| \\
& =1 / s_{2}+1 /\left(s_{1}-s_{0} / 2\right) \leqslant \kappa / s_{1} . \tag{A16}
\end{align*}
$$

The difference of logarithms in (A15) is then less than $\kappa b \leqslant \kappa b^{\delta}$ and the required bound of the increment of $h_{2}$ is obtained from (A15). To estimate the increment of $h_{2}$ we break the integral into three parts,
$h_{1}=\int_{s_{0} / 2}^{s_{1}(1-2 b)}+\int_{s_{1}(1-2 b)}^{s_{1}(1+2 b)}+\int_{s_{1}(1+2 b)}^{2 s_{2}}=j_{1}+j_{2}+j_{3}$.
The separate terms in the increment of $j_{2}$ are so small that we need not consider their difference:

$$
\begin{align*}
\mid j_{2}\left(s_{1}\right) & -j_{2}\left(s_{2}\right) \mid \\
& \leqslant\left|j_{2}\left(s_{1}\right)\right|+\left|j_{2}\left(s_{2}\right)\right| \\
& \leqslant \frac{\kappa}{s_{1}^{\delta} \ln ^{a} s_{1}} \int_{s_{1}(3-2 b)}^{s_{1}(1+2 b)} d t\left(\frac{1}{\left|t-s_{1}\right|^{\delta}}+\frac{1}{\left|t-s_{2}\right|^{\delta}}\right) \\
& =\frac{\kappa}{\ln ^{a} s_{1}} \int_{1-2 b}^{1+2 b} d u\left(\frac{1}{|u-1|^{1-\delta}}+\frac{1}{|u-1-b|^{1-\delta}}\right) \\
& \leqslant \frac{\kappa b^{\delta}}{\ln ^{a} s_{1}} . \tag{A.18}
\end{align*}
$$

Next we estimate
$j_{1}\left(s_{2}\right)+j_{3}\left(s_{2}\right)-j_{1}\left(s_{1}\right)-j_{3}\left(s_{1}\right)$

$$
\begin{align*}
= & {\left[f\left(s_{1}\right)-f\left(s_{2}\right)\right]\left(\int_{s_{o_{2}} / 2}^{s_{1}(1-2 b)}+\int_{s_{1}(1+2 b)}^{2 s_{2}}\right) \frac{d t}{t-s} } \\
& +\left(\int_{s_{o_{1}} / 2}^{s_{1}(1-2 b)}+\int_{s_{1}(1+2 b)}^{2 s_{2}}\right) d t\left[f(t)-f\left(s_{2}\right)\right] \\
& \times\left(\frac{1}{t-s_{2}}-\frac{1}{t-s_{1}}\right)=k_{1}+k_{2} . \tag{A19}
\end{align*}
$$

The part $k_{1}$ is easily disposed of:

$$
\begin{equation*}
\left|k_{1}\right|=\left|f\left(s_{1}\right)-f\left(s_{2}\right)\right|\left|\ln \left(\frac{2 s_{2}-s_{1}}{s_{1}-s_{0} / 2}\right)\right| \leqslant \frac{\kappa}{\ln ^{\alpha} s_{1}} b^{\delta} \tag{A20}
\end{equation*}
$$

For the first integral in $k_{2}$ we need a further decomposition to handle the combination of two poles and a logarithm:

$$
\begin{align*}
\left|k_{21}\right| \leqslant & \leqslant \kappa\left|s_{1}-s_{2}\right| \int_{s_{0} / 2}^{s_{1}(1-2 b)} \frac{d t}{t^{\delta} \ln ^{a} t} \frac{1}{\left|t-s_{2}\right|^{1-\delta}} \frac{1}{\left|t-s_{1}\right|} \\
& =\kappa b \int_{s_{0} / 2 s_{s}}^{1-2 b} \frac{d u}{u^{\delta} \ln ^{a} s_{1} u} \frac{1}{|u-1-b|^{1-\delta}} \frac{1}{|u-1|} \\
& \leqslant \kappa b\left(\int_{s_{s_{\alpha} / 2 s_{1}}^{1 / 2} \frac{d u}{u^{\delta} \ln ^{a} s_{1} u}}\right. \\
& \left.+\frac{1}{\ln ^{a} s_{1}} \int_{1 / 2}^{1-2 b} \frac{d u}{|u-1-b|^{1-\delta}|u-1|}\right) \\
& \leqslant \kappa b\left(\frac{1}{s_{1}^{1-\delta}} \int_{s_{0} / 2}^{s_{1} / 2} \frac{d t}{t^{\delta} \ln ^{a} t}+\frac{1}{\ln ^{a} s_{1}} \int_{1 / 2}^{1-2 b} \frac{d u}{|u-1|^{2-\delta}}\right) \\
& \leqslant \frac{\kappa b}{\ln ^{a} s_{1}}\left(1+b^{\delta-1}\right) \leqslant \frac{\kappa b^{\delta}}{\ln ^{a} s_{1}} . \tag{A21}
\end{align*}
$$

To complete the proof of Lemma 2 we treat the second integral in $k_{2}$ :

$$
\begin{align*}
\left|k_{22}\right| & \leqslant \frac{\kappa\left|s_{1}-s_{2}\right|}{s_{2}^{\delta} \ln ^{a} s_{2}} \int_{s_{1}(1+2 b)}^{2 s_{2}} \frac{d t}{\left|t-s_{2}\right|^{1-\delta}} \frac{1}{\left|t-s_{1}\right|} \\
& =\frac{\kappa\left|s_{1}-s_{2}\right|}{s_{2}^{\delta} s_{1}^{1-\delta} \ln ^{a} s_{2}} \int_{1+2 b}^{2(1+b)} \frac{d u}{|u-1-b|^{1-\delta}} \frac{1}{|u-1|} \\
& \leqslant \frac{\kappa b}{\ln ^{a} s_{2}} \int_{1+2 b}^{2(1+b)} \frac{d u}{|u-1-b|^{2-\delta}}<\frac{\kappa b^{\delta}}{\ln ^{a} s_{1}} . \tag{A22}
\end{align*}
$$

Notice that if two functions $f_{1}(t), f_{2}(t)$ satisfy (A4), then the product $f_{1}(t) f_{2}(t)$ satisfies (A4) with the exponent $a$ replaced by $2 a$. Consequently, when we estimate the integral in (2.3) using (2.2f) and the definition (1.2) of $\rho(t)$, we find that it obeys conditions like (A5) with $a=2 \alpha, \delta=\mu$. Since $2 \alpha-1>\alpha$, we thereby establish conditions ( 2.4 d ) on $B(s)$.

## APPENDIX B: FREDHOLM THEORY OF THE INTEGRAL EQUATION

We show that the integral equation (2.27) may be treated by Fredholm theory ${ }^{20}$ under conditions (2.4d) on $B(s)$. We map the interval $\left[s_{1}, \infty\right)$ onto $(0,1]$. The choice of the mapping is not crucial; we take $t=s_{1} / s$ for convenience. [In a numerical calculation of the Fredholm solution it is usually best to choose the mapping $t(s)$ so as to make the integrand finite and nonzero at the point corresponding to $s=\infty$.] We multiply the equation by $(\ln s)^{\alpha}, \alpha>1$, and seek a solution $\phi(t)=(\ln s)^{\alpha} N(s)$ in a Banach space $U$ consisting of real matrix functions $\phi(t)$ continuous on the closed interval $[0,1]$ with norm

$$
\begin{equation*}
\|\phi\|=\sup _{t, i, j}\left|\phi_{i j}(t)\right| \tag{B1}
\end{equation*}
$$

Let us define the operator $K$ by the formula
$K \phi(t)=(\ln s)^{\alpha} \int_{s,}^{\infty} \frac{B(s)-B\left(s^{\prime}\right)}{s-s^{\prime}} \rho\left(s^{\prime}\right) \frac{\phi\left(t^{\prime}\right)}{\left(\ln s^{\prime}\right)^{\alpha}} d s^{\prime}$.
As we shall see presently, $K$ maps $U$ into itself if $K \phi(0)$ is defined to be zero. According to the Ascoli-Arzelà criterion, ${ }^{20} K$ is compact (completely continuous) if the sequence $\left\{K \phi_{n}(t)\right\}$ is bounded and equicontinuous, where $\left\{\phi_{n}(t)\right\}$ is any bounded sequence of functions in $U$.

Let $\left\{\phi_{n}(t)\right\}$ be a bounded sequence in $U,\left\|\phi_{n}\right\|<\kappa$, and check boundedness of $\left\|K \phi_{n}\right\|$ as follows:

$$
\begin{align*}
\left\|K \phi_{n}\right\| & \leqslant \sup _{s} \sum_{i, j}(\ln s)^{\alpha} \\
& \times \int_{s_{1}}^{\infty}\left|\frac{B_{i j}(s)-B_{i j}\left(s^{\prime}\right)}{s-s^{\prime}} \rho_{j}\left(s^{\prime}\right)\right| \frac{\left\|\phi_{n}\right\|}{\left(\ln s^{\prime}\right)^{\alpha}} d s^{\prime} . \tag{B3}
\end{align*}
$$

An analysis like that in (A6), (A7), and (A9) (but not requiring subtraction of a logarithim) shows that the integral in (B3) is $O\left(\mathrm{ln}^{-2 \alpha+1} s\right)$, thus $\left\|K \phi_{n}\right\| \leqslant \kappa$, since $\alpha>1$. Incidentally we have shown that $K \phi(t) \rightarrow 0, t \rightarrow 0$. With the definition $K \phi(0)=0$ the function $K \phi(t)$ is continuous on the closed interval [0,1]; $K$ maps $U$ into itself.

The requirement of equicontinuity of the functions $K \phi_{n}(t)$ is that for any $\epsilon>0$,

$$
\begin{equation*}
\max _{i, j}\left|\left[K \phi_{n}\left(t_{1}\right)-K \phi_{n}\left(t_{2}\right)\right]_{i j}\right|<\epsilon \tag{B4}
\end{equation*}
$$

when $\left|t_{1}-t_{2}\right|<\delta(\epsilon)$, where $\delta$ is independent of $n$. With $f_{n}\left(t_{1}, t_{2}\right)$ defined as the left side of $(\mathrm{B} 4),\left\{\phi_{n}\right\}$ any bounded sequence, and $s_{1} \leqslant s_{2}$, we have

$$
\begin{align*}
f_{n}\left(t_{1}, t_{1}\right) & \leqslant \kappa\left|\left(\ln s_{1}\right)^{\alpha}-\left(\ln s_{2}\right)^{\alpha}\right| \\
& \times \sum_{i, j} \int_{s_{1}}^{\infty}\left|\frac{B_{i j}\left(s_{2}\right)-B_{i j}\left(s^{\prime}\right)}{s_{2}-s^{\prime}} \rho_{j}\left(s^{\prime}\right)\right| \frac{d s^{\prime}}{\left(\ln s^{\prime}\right)^{\alpha}}+\kappa\left(\ln s_{1}\right)^{\alpha} \\
& \times \sum_{i j} \int_{s_{1}}^{\infty}\left|\frac{B_{i j}\left(s_{1}\right)-B_{i j}\left(s^{\prime}\right)}{s_{1}-s^{\prime}}-\frac{B_{i j}\left(s_{2}\right)-B_{i j}\left(s^{\prime}\right)}{s_{2}-s^{\prime}}\right| \\
& \times \rho_{j}\left(s^{\prime}\right) \frac{d s^{\prime}}{\left(\ln s^{\prime}\right)^{\alpha}}=g+h . \tag{B5}
\end{align*}
$$

The right side of (B5) is independent of $n$ and we have only to show that it vanishes with $\left|t_{1}-t_{2}\right|$. The analysis of (A10)(A22), simpler now because we needn't bother with subtraction of logarithmic terms, shows that the second term $h$ in (B5) has the bound
$h\left(t_{1}, t_{2}\right) \leqslant \frac{\kappa}{\left(\ln s_{1}\right)^{\alpha,-1}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right|^{\mu}=\frac{\kappa}{\left(\ln s_{1}\right)^{\alpha-1}}\left|\frac{t_{1}-t_{2}}{t_{2}}\right|^{\mu}$.
Also, we may bound the two terms in $h$ separately to get
$h\left(t_{1}, t_{2}\right) \leqslant \frac{\kappa}{\left(\ln s_{1}\right)^{\alpha}}+\kappa \frac{\left(\ln s_{1}\right)^{\alpha}}{\left(\ln s_{2}\right)^{2 \alpha-1}} \leqslant \frac{M}{\left(\ln s_{1}\right)^{\alpha-1}}$.
For any $\epsilon>0$ let us divide the interval of $t_{2}$ into two parts, $t_{2} \leqslant \eta(\epsilon)$ and $t_{2}>\eta(\epsilon)$, where $\eta(\epsilon)$ is chosen to make

$$
\begin{equation*}
M /\left[\ln \left(s_{0} / 2 \eta\right)\right]^{\alpha-1}<\frac{1}{2} \epsilon \tag{B8}
\end{equation*}
$$

with $M$ as in (B7). Then if $t_{2} \leqslant \eta(\epsilon)$ and $\left|t_{1}-t_{2}\right|<\eta(\epsilon)$ we have by (B7) that $h\left(t_{1}, t_{2}\right)<\frac{1}{2} \epsilon$. On the other hand, if $t_{2}>\eta(\epsilon)$
we have by (B6) that

$$
\begin{equation*}
h\left(t_{1}, t_{2}\right) \leqslant \frac{\kappa}{\left(\ln s_{0}\right)^{\alpha-1}}\left|\frac{t_{1}-t_{2}}{\eta(\epsilon)}\right|^{\mu}<\frac{1}{2} \epsilon \tag{B9}
\end{equation*}
$$

for $\left|t_{1}-t_{2}\right|$ less than some $\zeta(\epsilon)$. Hence for $\left|t_{1}-t_{2}\right|<\min [\eta(\epsilon), \zeta(\epsilon)]=\delta_{1}(\epsilon)$ we have $h\left(t_{1}, t_{2}\right)<\frac{1}{2} \epsilon$. To majorize the first term $g$ in (B5) we apply the mean-value theorem to the difference of logarithms and bound the integral as usual to obtain

$$
\begin{equation*}
g\left(t_{1}, t_{2}\right) \leqslant \frac{\kappa}{\left(\ln s_{1}\right)^{x}}\left|\frac{s_{1}-s_{2}}{s_{1}}\right| . \tag{B10}
\end{equation*}
$$

Alternatively, we may bound the two logarithmic terms separately and find

$$
\begin{equation*}
g\left(t_{1}, t_{2}\right) \leqslant \kappa /\left(\ln s_{1}\right)^{\alpha-1} . \tag{B11}
\end{equation*}
$$

The argument used above then shows that $g\left(t_{1}, t_{2}\right)<\frac{1}{2} \epsilon$ for $\left|t_{1}-t_{2}\right|$ less than some $\delta_{2}(\epsilon)$. For $\left|t_{1}-t_{2}\right|<\min \left[\delta_{1}(\epsilon), \delta_{2}(\epsilon)\right]=\delta(\epsilon)$ we have $f_{n}\left(t_{1}, t_{2}\right)<\epsilon$, and the proof of equicontinuity and compactness of $K$ is complete.

Our hypothesis $B(s)=O\left([\ln s]^{\circ}\right), \alpha>1$, is close in some sense to being the weakest asymptotic condition on $B(s)$ that leads to a Fredholm equation in a classical Banach space of continuous functions. With $B(s) \sim(\ln s)^{-1}$ the operator $K$ is noncompact in a space analogous to $U$, but may be regularized by extraction of a noncompact part in such a way that the problem is reduced to a regular Fredholm problem. ${ }^{21}$ Under still weaker conditions on $B(s)$ a regularization is possible, but only at the expense of new arbitrary constants entering the equations. ${ }^{22}$

Since Eq. (2.27) entails a compact operator, it may be zolved numerically by various well-developed methods; see, for instance, the review of Atkinson ${ }^{23}$ and the book of Anselone; ${ }^{24}$ the latter deals with the rigorous justification of discretization.

The operator of Eq. (5.6), multiplied by $s^{\alpha}$, is compact on a Banach space $V$ under conditions (5.2) and (5.3) on $\rho(s)$ and $B_{22}(s)$. Here $V$ consists of real continuous functions $\phi(t)=s^{t} N_{22}(s)$ with

$$
\begin{equation*}
\|\phi\|=\sup |\phi(t)| . \tag{B12}
\end{equation*}
$$

The proof of compactness is the same as that above, but with the estimates of Lemma 1 of Appendix A replacing those of Lemma 2.
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We atttack the problem of finding appropriate representations of symmetry groups so that a conserved quantity derived by the Noether theorem from one symmetry of a theory preserves the other symmetry. This representation matching problem is well solved in two-dimensional gauge theory where we find a new representation of the translation group which leads straightforwardly to the symmetric, gauge-invariant energy-momentum tensor.
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## I. INTRODUCTION

The success of gauge theory has revived interest in some old problems. The connection between constants of the motion and symmetry is one of them. It is well known that a conserved physical quantity is deeply related with symmetry. The Noether theorem ${ }^{1,2}$ provides the connection between a physical observable and its symmetry source. But when a theory simultaneously possesses several kinds of symmetry, a conserved quantity derived from one symmetry by the Noether theorem may not preserve the other symmetry; this leaves some ambiguities in interpreting this quantity as a physical observable. A gauge theory is one such case.
The energy-momentum tensor and the angular momentum tensor derived from space-time symmetry are not gauge-invariant. The problem exists in the gauge field sector which is described by a Lagrangian of the form
$\mathscr{L}_{c} \mathcal{P}_{1}=-\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu v}=-\frac{1}{2} t_{\mu} F_{\mu v} F^{\mu v}$.
Here

$$
\begin{equation*}
F_{\mu \nu}=T^{a} F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right] \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\mu}=T^{a} A_{\mu}^{a} \tag{3}
\end{equation*}
$$

The generators of the gauge group are normalized by

$$
\begin{equation*}
\operatorname{tr} T^{a} T^{b}=\frac{1}{2} \delta^{a b} \tag{4}
\end{equation*}
$$

Under the translation

$$
\begin{equation*}
x_{\mu} \rightarrow x_{\mu}^{\prime}=x_{\mu}+b_{\mu} \tag{5}
\end{equation*}
$$

the field $A_{\mu}$ is usually assumed to transform as a derivative or a "scalar"

$$
\begin{equation*}
A_{\mu}^{\prime}\left(x^{\prime}\right)=A_{\mu}(x) . \tag{6}
\end{equation*}
$$

With the continuity of $A_{\mu}$, one obtains an infinitesimal form of "local variation" ${ }^{3}$

$$
\begin{align*}
\delta^{*} A_{\mu} & =A_{\mu}(x)-A_{\mu}(x) \\
& =-b^{v} \partial_{v} A_{\mu}(x) . \tag{7}
\end{align*}
$$

Then the conserved current is

$$
\begin{align*}
J_{\mu} \sim-( & \left.-2 \operatorname{tr} F_{\mu}^{v} \delta^{*} A_{v}+\mathscr{L} b_{\mu}\right)  \tag{8}\\
& =-b^{\rho}\left(2 \operatorname{tr} F_{\mu}^{v} \partial_{\rho} A_{v}+\mathscr{L} g_{\rho \mu}\right)
\end{align*}
$$

[^28]Thereby we derive out an energy-momentum tensor

$$
\begin{equation*}
T_{\mu v}=-2 \operatorname{tr} F_{\mu}^{\sigma} \partial_{\nu} A_{\sigma}-\mathscr{L} g_{\mu v} . \tag{9}
\end{equation*}
$$

Obviously it is not invariant under the gauge transformation

$$
A_{\mu}^{\prime}=U\left(A_{\mu}+U^{-1} \partial_{\mu} U\right) U^{-1}, F_{\mu \nu}^{\prime}=U F_{\mu \nu} U^{-1} \cdot(10)
$$

(Furthermore, this energy-momentum tensor does not couple to gravity ${ }^{4}$.) The same thing happens when one deals with the Lorentz rotation and angular momentum tensor.

A conventional way to remedy these undesirable features is to add a divergence free term (superpotential ${ }^{4}$ ) to $T_{\mu \nu}$, making it symmetric and gauge invariant. For (9), one defines another quantity
$\theta_{\mu \nu}=T_{\mu \nu}+2 \operatorname{tr} \partial^{\sigma}\left(F_{\mu \sigma} A_{v}\right)=2 \operatorname{tr} F_{\mu}{ }^{\rho} F_{\rho \nu}-\mathscr{L} g_{\mu \nu}$.
Here we have used the equations of motion

$$
\begin{align*}
& {\left[D_{\mu}, F^{\mu \nu}\right]=0,}  \tag{12}\\
& D_{\mu} \equiv \partial_{\mu}+A_{\mu} \tag{13}
\end{align*}
$$

Because this method is a bit artificial and obscures the connection between the conserved quantity and symmetry, it is interesting to find a way showing (11) as a natural inference of the Noether theorem. From the above process we can see that the form of a conserved tensor is related to what we choose for the representation of a symmetry group. The non-gauge-invariant energy-momentum tensor is a consequence of choosing the field $A_{\mu}$ to generate a trivial representation of the translation group. Obviously, it is not necessary to require an unphysical vector field transform in this way.

Thus the problem is to find a suitable representation of the translation group which makes the energy-momentum tensor gauge-invariant. This is a representation matching problem. It can be more precisely stated as follows: When a theory possesses two kinds of symmetry, can we find appropriate representations of the symmetry groups so that the conserved quantity derived from one symmetry by the Noether theorem preserves the other symmetry?

Recently there has been some work along this line. ${ }^{4-9}$ The authors of Ref. 5 found that the discussion of the closure of the supersymmetry leads to the concept of a gauge-invariant translation from which one can obtain the gauge-invariant energy-momentum tensor. Using a gauge transformation to eliminate the asymmetric, non-gauge-invariant part while making coordinate transformation, the author of Ref. 6 modifies the translation law (7) into

$$
\begin{equation*}
\delta^{*} A=b^{v} F_{\nu \mu} \tag{14}
\end{equation*}
$$

Then the desirable tensor follows. Unfortunately, as the author has pointed out, the transformation law (14) cannot preserve the integrability condition. This transformation does not give a representation of the group.

This paper attempts to deal with this particular representation matching problem. We find that this problem can be well solved in two-dimensional gauge theory. In Sec. II we provide a new representation of the translation group in the Hilbert space of a $U(1)$ gauge field. We obtain the gaugeinvariant tensor straightforwardly with the Noether theorem after using the Lorentz condition. To discuss the algebra, we also derive a new representation of rotations. In the light cone system the new transformation law gives an eigenform of the translation. Then we generalize this method to the nonabelian two-dimensional theory in Sec. III. Finally, Sec . IV is a discussion of the problems encountered in the four-dimensional case.

## II. REPRESENTATION OF 20 TRANSLATION

Two-dimensional (2D) gauge theory is a good testing field where many ideas can be examined. ${ }^{10}$ Now we provide another example to show the special advantage of 2D theory. In this section we only discuss $\mathrm{U}(1)$ gauge theory.

It is well known that the translation group only has one trivial finite order irreducible representation ${ }^{3}$ induced from Eq. (6). But one can nontrivially represent this group in the Hilbert space. In the $U(1)$ case, (5) and (7) can be written as

$$
\begin{align*}
& x_{\mu}^{\prime}=x_{\mu}-i b^{\alpha} P_{\alpha, \mu}^{v} x_{v},  \tag{15}\\
& \delta^{*} A_{\mu}=i b^{\alpha} P_{\alpha, \mu}^{v} A_{v} . \tag{16}
\end{align*}
$$

The infinitesimal operators $P_{\alpha}$ are

$$
\begin{equation*}
P_{\alpha, \mu}{ }^{v}=i \partial_{\alpha} g_{\mu}{ }^{v} ; \tag{17}
\end{equation*}
$$

they satisfy the abelian algebra

$$
\begin{equation*}
\left[P_{\alpha}, P_{\beta}\right]=0 \tag{18}
\end{equation*}
$$

Nevertheless, it is not necessary that every component of a vector field transform uniformly. Actually (5) also can be written in the form

$$
\begin{align*}
& \dot{x_{\mu}}=x_{\mu}-i b^{\alpha} Q_{\alpha, \mu}{ }^{v} x_{\nu}  \tag{19}\\
& Q_{\alpha, \mu}{ }^{v}=-i\left(g_{\alpha}{ }^{v} \partial_{\mu}-g_{\alpha \mu} \partial^{v}\right), \tag{20}
\end{align*}
$$

or using a matrix notation

$$
\begin{align*}
& x^{\prime}=B(b) x,  \tag{21}\\
& x=\binom{x_{0}}{x_{1}},  \tag{22}\\
& B(b)=e^{-i} b^{\alpha} Q_{\alpha},  \tag{23}\\
& Q_{\alpha}=-i \epsilon \epsilon_{\alpha}^{\beta} \partial_{\beta},  \tag{24}\\
& \epsilon=\left(\epsilon_{\mu}{ }^{v}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) . \tag{25}
\end{align*}
$$

It is very easy to verify that the $Q_{\alpha}$ 's satisfy the same algebra as the $P_{\alpha}$ 's,

$$
\begin{equation*}
\left[Q_{\alpha}, Q_{\beta}\right]=0 \tag{26}
\end{equation*}
$$

Now we suppose that under translation the vector field $A_{\mu}$ transforms in the same way as $x_{\mu}$

$$
\begin{equation*}
A_{\mu}^{\prime}\left(x^{\prime}\right)=B(b)_{\mu}^{\nu} A_{v} . \tag{27}
\end{equation*}
$$

We obtain a complete variation in the infinitesimal form

$$
\begin{align*}
\delta A_{\mu}= & i b^{\alpha}\left[Q_{\alpha, \mu}^{\nu}, A_{v}\right] \\
& =-b^{\alpha}\left(\partial_{\mu} A_{\alpha}-g_{\mu \alpha} \partial^{v} A_{v}\right) \tag{28}
\end{align*}
$$

and a local variation

$$
\begin{align*}
\delta^{*} A_{\mu}= & i b^{\alpha}\left[Q_{\alpha, \mu}^{v}+P_{\alpha, \mu}{ }^{v}, A_{v}\right]  \tag{29}\\
& =b^{\alpha}\left(F_{\mu \alpha}-g_{\mu \alpha} \partial^{v} A_{v}\right) . \tag{30}
\end{align*}
$$

Substituting this back into (8), we obtain the right form of the energy-momentum tensor

$$
\begin{equation*}
\theta_{\mu v}=F_{\mu}{ }^{p} F_{\rho v}-\mathscr{L} g_{\mu v} \tag{31}
\end{equation*}
$$

providing the Lorentz condition

$$
\begin{equation*}
\chi=\partial^{\alpha} A_{a}=0 \tag{32}
\end{equation*}
$$

Under transformation (29), the field strength and the Lorentz condition are not changed

$$
\begin{align*}
& \delta F_{\mu v}=F_{\mu v}^{\prime}\left(x^{\prime}\right)-F_{\mu v}(x) \\
& \quad=b^{\alpha}\left(g_{\mu \alpha}-g_{v \alpha}\right) \partial^{\rho} A_{\rho}=0  \tag{33}\\
& \delta \partial^{o} A_{\rho}=b^{\alpha} \partial^{\rho} F_{\rho \alpha}=0 \tag{34}
\end{align*}
$$

So the theory is translation-invariant.
Equation (29) generates a representation of the translation group. The infinitesimal operators are $Q_{\alpha}$ 's. To see their position in the whole Poincare algebra, we need to study them together with rotations. Using the same method one can obtain three forms of 2D rotation

$$
\begin{align*}
x_{\mu}^{\prime} & =x_{\mu}+\omega_{\mu}{ }^{v} x_{v}  \tag{35}\\
& =x_{\mu}+(-i)\left(\omega^{\alpha \beta} / 2\right) \Sigma_{\alpha \beta, \mu}{ }^{v} x_{v}  \tag{36}\\
& =x_{\mu}+(-i / 2) \omega^{\alpha \beta} L_{\alpha \beta, \mu}{ }^{v} x_{v}  \tag{37}\\
& =x_{\mu}+(-i / 2) \omega^{\alpha \beta} N_{\alpha \beta, \mu}{ }^{v} x_{v} . \tag{38}
\end{align*}
$$

Here
$\Sigma_{\alpha \beta, \mu}{ }^{v}=i\left(g_{\alpha \mu} g_{\beta}{ }^{v}-g_{\alpha}{ }^{v} g_{\beta \mu}\right)$,
$L_{\alpha \beta, \mu}{ }^{v}=-i\left(x_{\alpha} \partial_{\beta}-x_{\beta} \partial_{\alpha}\right) g_{\mu}{ }^{v}=x_{\beta} P_{\alpha, \mu}{ }^{v}-x_{\alpha} P_{\beta, \mu}{ }^{v},(40)$
$N_{\alpha \beta, \mu}{ }^{\nu}=x_{\beta} Q_{\alpha, \mu}{ }^{\nu}-x_{\alpha} Q_{\beta, \mu}{ }^{\nu}$.
In the matrix notation these operators have the forms

$$
\begin{align*}
& \Sigma_{\alpha \beta}=-i \epsilon \epsilon_{\alpha \beta}  \tag{42}\\
& L_{\alpha \beta}=x_{\beta} P_{\alpha}-x_{\alpha} P_{\beta}  \tag{43}\\
& N_{\alpha \beta}=i \epsilon\left(x_{\alpha} \epsilon_{\beta}^{\gamma}-x_{\beta} \epsilon_{\alpha}^{\gamma}\right) \partial_{\gamma} \tag{44}
\end{align*}
$$

Then we have the following commutation relations:

|  | $B=P_{0}$ | $P_{1}$ | $L_{01}$ | $Q_{0}$ | $Q_{1}$ | $N_{01}$ | $\Sigma_{01}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A=P_{0}$ | $[A, B]=0$ | 0 | $-i P_{1}$ | 0 | 0 | $-i Q_{1}$ | 0 |
| $P_{1}$ |  | 0 | $-i P_{0}$ | 0 | 0 | $-i Q_{0}$ | 0 |
| $L_{01}$ |  |  | 0 | $i Q_{1}$ | $i Q_{0}$ | 0 | 0 |
| $Q_{0}$ |  |  |  | 0 | 0 | $-i P_{1}$ | 0 |
| $Q_{1}$ |  |  |  |  | 0 | $-i P_{0}$ | 0 |
| $N_{01}$ |  |  |  |  |  | 0 | 0 |
| $\Sigma_{01}$ |  |  |  |  |  |  | 0 |

This algebra is larger than the Poincaŕe algebra. ${ }^{11}$ But we can define some appropriate operators

$$
\begin{equation*}
T_{\mu}=\frac{1}{2}\left(P_{\mu}+Q_{\mu}\right), \tag{46}
\end{equation*}
$$

$$
\begin{align*}
M_{\alpha \beta} & =\frac{1}{2}\left(L_{\alpha \beta}+N_{\alpha \beta}+\Sigma_{\alpha \beta}\right) \\
& =\frac{1}{2}\left(x_{\beta} T_{\alpha}-x_{\alpha} T_{\beta}\right)+\frac{1}{2} \Sigma_{\alpha \beta} \tag{47}
\end{align*}
$$

which satisfy the usual Poincaŕe algebra

$$
\begin{align*}
& {\left[T_{\mu}, T_{v}\right]=0}  \tag{48}\\
& {\left[T_{\mu}, M_{\alpha \beta}\right]=i g_{\mu \beta} T_{\alpha}-i g_{\mu \alpha} T_{\beta}}
\end{align*}
$$

Using $T_{\mu}$ as translation generator we achieve the right energy-momentum tensor; likewise, the generator $L_{\alpha \beta}+N_{\alpha \beta}$ provides the correct gauge-invariant angular momentum tensor.

This infinite-dimensional representation (46) of the translation generator is "reducible". Actually, when we turn to the light cone system ${ }^{12}$

$$
\begin{align*}
& x_{ \pm}=(1 / \sqrt{ } 2)\left(x_{0} \pm x_{1}\right),  \tag{49}\\
& \partial^{ \pm}=(1 / \sqrt{ } 2)\left(\partial^{0} \pm \partial^{\prime}\right),  \tag{50}\\
& A_{ \pm}=(1 / \sqrt{ } 2)\left(A_{0} \pm A_{1}\right), \tag{51}
\end{align*}
$$

the transformation law (29) becomes

$$
\begin{align*}
& \delta^{*} A_{+}=-2\left(b^{-} \partial_{-}\right) A_{+} . \\
& \delta^{*} A_{-}=-2\left(b^{+} \partial_{+}\right) A_{-} \tag{52}
\end{align*}
$$

These equations are more likely showing the characteristic of the translation and we notice that in the light-cone system the different degrees of freedom under translation are separated.

## III. NONABELIAN CASE

Turing to 2D nonabelian gauge theory, we first rewrite the curvature matrix in the form

$$
\begin{align*}
& F_{\mu v}=\left[\tilde{D}_{\mu}, A_{v}\right]-\left[\tilde{D}_{v}, A_{\mu}\right],  \tag{53}\\
& \tilde{D}_{\mu} \equiv \partial_{\mu}+{ }_{1}^{1} A_{\mu} . \tag{54}
\end{align*}
$$

Comparing to the $\mathrm{U}(1)$ curvature

$$
\begin{equation*}
F_{\mu v}=\left[\partial_{\mu}, A_{v}\right]-\left[\partial_{v}, A_{\mu}\right] \tag{55}
\end{equation*}
$$

we find that we only need to make a replacement of $\partial_{\mu} \rightarrow \tilde{D}_{\mu}$ when dealing with the nonabelian case. So we change the transformation law (29) into

$$
\begin{align*}
\delta^{*} A_{\mu} & =i b^{\rho}\left[\tilde{T}_{\rho, \mu}^{\nu}, A_{v}\right] \\
& =-b^{\rho} F_{\beta \mu}-b_{\mu} \partial^{v} A_{v} . \tag{56}
\end{align*}
$$

Here

$$
\begin{equation*}
\tilde{T}_{p, \mu}{ }^{v}=i\left(g_{\mu}{ }^{v} \tilde{D}_{\rho}-g_{\rho}{ }^{v} \tilde{D}_{\mu}+g_{\rho \mu} \tilde{D}_{\rho}{ }^{v}\right) . \tag{57}
\end{equation*}
$$

In the matrix notation, the $\tilde{T}_{p}$ have the forms

$$
\begin{align*}
& \tilde{T}_{0}=i\left(\begin{array}{cc}
\tilde{D}_{0} & -\tilde{D}_{1} \\
-\tilde{D}_{1} & \tilde{D}_{0}
\end{array}\right), \\
& \tilde{T}_{1}=i\left(\begin{array}{cc}
\tilde{D}_{1} & -\tilde{D}_{0} \\
-\tilde{D}_{0} & \tilde{D}_{1}
\end{array}\right) . \tag{58}
\end{align*}
$$

They also satisfy the Lie-Cartan integrability condition

$$
\begin{equation*}
\left[\tilde{T}_{0}, \tilde{T}_{1}\right]=0 \tag{59}
\end{equation*}
$$

and so we can get a finite form of the representation after exponentiation.

Using this representation we soon obtain the correct energy-momentum tensor

$$
\begin{equation*}
\theta_{\mu \nu}=-\operatorname{tr}\left(F_{\mu}^{\rho} F_{\nu \rho}\right)-\mathscr{I} g_{\mu v} \tag{60}
\end{equation*}
$$

with the condition

$$
\begin{equation*}
\left[\tilde{D}^{\mu}, A_{\mu}\right]=0 \tag{61}
\end{equation*}
$$

which implies the conventional Landau gauge

$$
\begin{equation*}
\partial^{\mu} A_{\mu}^{a}=0 . \tag{62}
\end{equation*}
$$

## IV. DISCUSSION

We have shown that in the 2D case the representation matching problem can be well solved. This is because in this case the antisymmetric tensor $\epsilon_{\mu}{ }^{v}$ is just an exchange operator. In the 4D case the above trick does not work. We may write the translation in the form

$$
\begin{aligned}
x_{\mu}^{\prime}= & x_{\mu}+b_{\mu} \\
& =x_{\mu}+\left(b^{\alpha} /(4 c+a)\right)\left(a g_{\alpha}^{v} \partial_{\nu}+c g_{\alpha \mu} \partial^{v}+d \epsilon_{\alpha \rho \mu}^{v} \partial^{\nu}\right) x_{v} .
\end{aligned}
$$

We define a set of operators

$$
\begin{equation*}
T_{\alpha, \mu}^{\prime}{ }^{v}=i\left(g_{\mu}{ }^{v} \partial_{\alpha}+a g_{\alpha}{ }^{\nu} \partial_{\mu}+c g_{\alpha \mu} \partial^{v}+d \epsilon_{\alpha \rho \mu}{ }^{\nu} \partial^{\rho}\right) . \tag{63}
\end{equation*}
$$

The commutators among them are

$$
\begin{align*}
{\left[T_{\alpha}^{\prime}, T_{\beta}^{\prime}\right]_{\mu}^{v}=} & -\left[\left(a c+d^{2}\right)\left(g_{\alpha \mu} g_{\beta}{ }^{v}-g_{\alpha}{ }^{v} g_{\beta_{\mu}}\right) \partial^{\circ} \partial_{\rho}\right. \\
& +\left(a^{2}-d^{2}\right)\left(g_{\beta}{ }^{v} \partial_{\mu} \partial_{\alpha}-g_{\alpha}{ }^{v} \partial_{\mu} \partial_{\beta}\right) \\
& +\left(c^{2}-d^{2}\right)\left(g_{\alpha \mu} \partial_{\beta} \partial^{v}-g_{\beta \mu} \partial_{\alpha} \partial^{v}\right) \\
& \left.-2 d\left(c \epsilon_{\rho \alpha \mu \beta} \partial^{v}+a \epsilon_{\rho \beta \alpha}{ }^{v} \partial_{\mu}\right) \partial^{\rho}\right] \tag{64}
\end{align*}
$$

Whatever one chooses for $a, c$, and $d$, except all zeros, will not make the $T_{\alpha}$ satisfy the abelian algebra. So it does not provide any representation of the translation group other than the usual one. But there is a possiblity that they may form a representation of some sort of larger group. So for the 4D case the representation-matching problem is still open.
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#### Abstract

Motivated by previous work on relativistic quantum dynamics expressed in algebraic terms, we introduce a fully relativistic generalization of the Hooke group. The mathematical properties, relation to other proposed quantum dynamical groups, and the unitary ray representations of this group are studied. Hadrons are viewed as de Sitter type microuniverses, where the quantum dynamics is then determined by the relativistic Hooke group. Wave equations are studied, a mass formula is derived, the emergence of a Regge type formula is deduced, and correspondence with other extended hadron models is noted.


PACS numbers: 11.30. $-\mathrm{j}, 11.70 .+\mathrm{q}, 03.65 . \mathrm{Fd}$

## 1. INTRODUCTION

During the past few years, we attempted, in a series of papers, to establish and study relativistic quantum dynamical groups suitable for the description of subnuclear phenomena. The prototype of such an enterprise is, naturally, the central extension of the nonrelativistic Galilei group, ${ }^{1}$ $\widetilde{G}_{4}$, which contains a complete account not only of quantum kinematics but also of the inertial dynamics of a free particle and which also supplies the Heisenberg rules of quantization. If was shown ${ }^{2}$ that $\widetilde{\mathscr{G}}_{4}$ can be rigorously motivated and deduced from a locality postulate (gauge principle). It is easy to show ${ }^{3}$ that an analogous line of arguments, employing the (flat) Minkowski space (rather than the Euclidean 3-space) as the event-space, leads to a relativistic generalization $\breve{G}_{5}$ of the Galilei group, which has been established earlier on intuitive grounds ${ }^{4}$ and studied in several papers. ${ }^{5}$ The group $\widetilde{G}_{s}$ contains the Poincaré group as a subgroup. Its generators correspond to the (Lorentz) rotations and boosts, energymomentum, event localization, and a relativistic development operator (Hamiltonian). One of the Lie brackets provides a relativistic generalization of the Heisenberg commutation relations and two other Lie brackets correctly render the inertial free motion of a relativistic quantal particle. The irreducible unitary representations lead to spin-towers. The Newton-Wigner position operator emerges in a natural way. ${ }^{3}$

Since $\mathscr{G}_{5}$ describes only free motions, we must search for a generalization which would account naturally for the emergence of force-effects. The hint in this direction can be found in the interesting work of Bacry and Lévy-Leblond, ${ }^{6}$ who introduced, by the method of group contraction from the de Sitter group, a nonrelativistic but "cosmologic" quantum dynamical group $\widetilde{\mathscr{H}}_{4}$ which nowadays is usually called the Hooke group. This algebraic system is a simple generalization of the nonrelativistic Galilean structure with the essential difference that the "inertial motion" now corresponds to the behavior of a quantal particle under the influence of a harmonic oscillator force. ${ }^{7}$ Some time ago we

[^29]showed ${ }^{8}$ that this Hooke group arises in a natural way (similarly as did the Galilei group) if one applies the locality principle, this time not to a flat Euclidean event space but rather to a uniformly curved three-dimensional event space.

Before engaging in a project aimed at the relativistic generalization of the Hooke group, we found it necessary to study whether this structure is capable of giving a low-energy (low excitation) approximative description of hadrons. In order to make the application of $\widetilde{\mathscr{H}}_{4}$ to hadrons sensible, we first must ask: why should the event space for hadron-physics be curved? In a recent paper ${ }^{9}$ we demonstrated that the required large curvature of space in a small region may arise from a vacuum contribution to the hadronic energy-momentum tensor within the framework of completely unified spontaneously broken gauge theories of the Yang-Mills-Einstein-Higgs type. ${ }^{10}$ In a sense, in such a theory a hadron may be characterized as an oscillating, topologically open de Sitter type "microuniverse," a "bubble" embedded in the external overall flat Minkowski macroscopic world. Since the low-speed, small spatial distance approximation ${ }^{6}$ (i.e., the space-speed contraction) of $\mathrm{SO}(3,2)$ is $\widetilde{\mathscr{F}}_{4}$, it follows that the low-lying, nonrelativistic collective excitations of a hadron will be indeed described by the Hooke quantum dynamics. We pursued this line of argument ${ }^{9}$ and established a relation between our (nonrelativistic) microuniverse model and the nonrelativistic $\operatorname{SU}(3)$ quark model with harmonic forces. ${ }^{11}$

In this paper we address ourselves to the question: what might be the exact, fully relativistic quantum dynamics inside the de Sitter microuniverse that corresponds to hadrons? Mathematically, this requires the establishing, via the locality (gauge) principle, of an algebraic structure that is based on an event space that has the geometry of the (homogeneous and isotropic) de Sitter space. Once we, in this manner, are motivated to deduce the relativistic generalization, $\widetilde{\mathscr{H}}_{5}$, of the Hooke group, we shall study its properties, its representations, the wave equations that follow, and their basic applications to hadron physics.

## 2. DERIVATION OF THE RELATIVISTIC HOOKE GROUP FROM LOCALITY

The procedure followed in this section is analogous to our method used for deriving the nonrelativistic Hooke
group ${ }^{8}$ and the reader is referred to that paper for some details and for motivations of certain assumptions and steps.

We first wish to construct relativistic quantum kinematics in a curved 4 -space of maximal symmetry. Accordingly, we adopt

Assumption 1: The space of events is the (uniformly curved) topologically time-open ${ }^{12}$ four dimensional de Sitter space $\mathscr{S}$.

This space can be embedded in a five-dimensional flat space $E_{3,2}$ as the surface $S_{3,1}$ of a pseudosphere with radius $r$ which is described by

$$
\begin{equation*}
x_{4}^{2}-x^{2}+x_{0}^{2}=r^{2} \tag{2.1}
\end{equation*}
$$

The group of symmetries of $\mathscr{S}$ is then equivalent to "rota" tions" of $S_{3,1}$; hence it is isomorphic to $\operatorname{SO}(3,2)$ with the Lie algebra

$$
\begin{equation*}
\left[M_{a b}, M_{c d}\right]=i\left(g_{a c} M_{b d}+g_{b d} M_{a c}-g_{a d} M_{b c}-g_{b c} M_{a d}\right), \tag{2.2}
\end{equation*}
$$

$$
(a, b=0,1,2,3,4)
$$

where $g_{00}=-g_{11}=-g_{22}=-g_{33}=g_{44}=1$. It is convenient to introduce the notations
$J_{\mu v} \equiv M_{\mu \nu}, \quad I_{\mu} \equiv r^{-1} M_{4 \mu} \quad(\mu, \nu=0,1,2,3)$,
and then (2.2) becomes

$$
\begin{gather*}
{\left[J_{\mu v}, J_{\rho \sigma}\right]=i\left(g_{\mu \rho} J_{v \sigma}+g_{v \sigma} J_{\mu \rho}-g_{\mu \sigma} J_{v \rho}-g_{v \rho} J_{\mu \sigma}\right)}  \tag{2.4a}\\
{\left[J_{\mu v}, \Pi_{\rho}\right]=-i\left(g_{\mu \rho} \Pi_{v}-g_{v \rho} \Pi_{\mu}\right)}  \tag{2.4b}\\
{\left[\Pi_{\mu}, \Pi_{v}\right]=i g_{44} r^{-2} J_{\mu v}} \tag{2.4c}
\end{gather*}
$$

This algebra can be realized in the Hilbert space of square integrable functions $\psi(x)$ on $S_{3,1}$ as follows ${ }^{13}$ :

$$
\begin{align*}
\Pi_{\mu} \sim & -i r^{-1}\left(r^{2}-g_{\mu \nu} x^{\mu} x^{v}\right)^{-1 / 2}\left(-x_{\mu} g_{v \rho} x^{\nu} \partial^{\rho}+g_{v \rho} x^{v} x^{\rho} \partial_{\mu}\right. \\
& \left.-r^{2} \partial_{\mu}\right),  \tag{2.5a}\\
J_{\mu \nu} \sim & -i\left(x_{\mu} \partial_{v}-x_{v} \partial_{\mu}\right) . \tag{2.5b}
\end{align*}
$$

As we did in the derivation of $\widetilde{\mathscr{G}}_{4}, \widetilde{\mathscr{G}}_{5}$, and $\widehat{\mathscr{H}}_{4}$, we now formulate the crucial locality postulate: We demand that a local phase transformation be a globally, unitarily implementable automorphism of the Hilbert space. More formally, we introduce

Assumption 2: To every transformation
$\psi(x) \rightarrow \exp [i \omega(x)] \psi(x)$
with a differentiable $\omega(x)$ there corresponds in the Hilbert space a unitary symmetry operator $U$ such that

$$
\begin{equation*}
(U \psi)(x)=\exp [i \omega(x)] \psi(x) . \tag{2.7}
\end{equation*}
$$

Using the realizations (2.5), we calculate

$$
\begin{align*}
& \left(U \Pi_{\mu} U^{-1} \psi\right)(x)=\exp [i \omega(x)]\left(-i r^{-1}\left(r^{2}-g_{\mu \nu} x^{\mu} x^{\nu}\right)^{-1 / 2}\right) \\
& \quad \times\left(-x_{\mu} g_{v \rho} x^{\nu} \partial^{\rho}+g_{v \rho} x^{\nu} x^{\rho} \partial_{\mu}-r^{2} \partial_{\mu}\right) \exp [-i \omega(x)], \\
& \text { i.e., } \\
& \Pi_{\mu} \rightarrow \Pi_{\mu}+\left(x_{\mu} x_{\rho} \partial^{\rho} \omega-x_{\rho} x^{\rho} \partial_{\mu} \omega+r^{2} \partial_{\mu} \omega\right) \\
& \quad \times\left[r^{-1}\left(r^{2}-x_{v} x^{v}\right)^{-1 / 2}\right] . \tag{2.8}
\end{align*}
$$

Similarly we find

$$
\begin{equation*}
J_{\mu \nu} \rightarrow J_{\mu v}-x_{\mu} \partial_{v} \omega+x_{v} \partial_{\mu} \omega . \tag{2.9}
\end{equation*}
$$

As in Refs. 2, 3, and 8, we insist that the local phase transformation (2.6) be unitarily implementable, i.e., setting
$U \equiv \exp (i F)$ with a self-adjoint $F$, transformations (2.8) and (2.9) be implementable as

$$
\begin{align*}
& I_{\mu} \rightarrow \exp (i F) I_{\mu} \exp (-i F),  \tag{2.10}\\
& J_{\mu,} \rightarrow \exp (i F) J_{\mu} \exp (-i F), \tag{2.11}
\end{align*}
$$

where $F$ should be constructed from the algebra of observables. In other words, we adopt

Assumption 3: The algebra of observables is large enough to guarantee that local phase transformations (2.6), giving the changes (2.8) and (2.9) of the event space symmetry generators, can be realized in the form (2.10) and (2.11) with $F$ being a self-adjoint function on the algebra of observables.

Similar to the case in Refs. 2, 3, and 8, it can be seen that $F$ cannot be expressed as a function of $\Pi_{\mu}$ and $J_{\mu \nu}$. alone and thus we must enlarge the algebra of observables. To see how to do this, we note that from (2.5), (2.8), (2.9) it follows (in lowest order) that

$$
\begin{align*}
& i\left[F, I_{\mu}\right] \\
& \quad=r^{-1}\left(r^{2}-x_{v} x^{\prime}\right)^{-1 / 2}\left(x_{\mu} x_{\rho} \partial^{\rho} \omega-x_{\mu} x^{\mu} \partial_{\mu} \omega+r^{2} \partial_{\mu} \omega\right) \tag{2.12}
\end{align*}
$$

$i\left[F, J_{\mu v}\right]=-x_{\mu} \partial_{v} \omega+x_{v} \partial_{\mu} \omega$.
Equation (2.12) shows that (unless $\omega=$ const.) the commutator $\left[F, \Pi_{\mu}\right.$ ] must contain at least a $c$-number term and an operator whose realization in Hilbert space is $x_{\mu} x_{\mu}$ (no summation). To gain insight, we take the flat space limit $r \rightarrow \infty$ and use the notation

$$
\lim _{r \rightarrow \infty} \Pi_{\mu} \equiv \check{\Pi}_{\mu}, \quad \lim _{r \rightarrow \infty} J_{\mu} \equiv \check{J}_{\mu v},
$$

Then (2.8) and (2.9) become simply

$$
\begin{align*}
& \check{\Pi}_{\mu} \rightarrow \check{I}_{\mu}+\partial_{\mu} \omega,  \tag{2.14a}\\
& \check{J}_{\mu v} \rightarrow \check{J}_{\mu v}-x_{\mu} \partial_{v} \omega+x_{v} \partial_{\mu} \omega . \tag{2.14b}
\end{align*}
$$

Let us now write the generic form of the gauge function as

$$
\omega_{(\mu)} \equiv a_{0}+a_{\mu t} x^{\mu} \sum_{n=1}^{x}\left(a_{\psi T} x^{\sigma}\right)^{n-1},
$$

(no summation over $\mu$ ) and denote the corresponding generator by $F_{(\mu)}$. The flat space limit of this we denote by $\check{F}_{(\mu)}$. Then from Eqs. (2.14) it follows that

$$
\begin{align*}
& {\left[\check{F}_{(\mu)}, \check{I}_{v}\right]=i g_{\mu v}} \\
& {\left[\check{F}_{(\mu)}, \check{J}_{\mu v}\right]=i\left(g_{\rho v} \check{F}_{(\rho)}-g_{\rho \mu} \check{F}_{(v)}\right) .} \tag{2.15}
\end{align*}
$$

One would expect that similar relations hold for the curved space quantities. However, as in the nonrelativistic case, ${ }^{8}$ one can show that this is not possible. But again the argument used in Ref. 8 applies: We are concerned with local transformations $\omega(x)$ and thus it is consistent to only consider local displacements that are small compared with $r$. Equivalentily: The appropriate generators can be taken to be the limits (2.14a). From now on we shall write $P_{\mu}$ for $\check{I}_{\mu}$ (and $J_{\mu \nu}$ for $\check{J}_{\mu \nu}$ ) and also set $Q_{\mu} \equiv l^{-1} F_{(\mu)}$, where the constant $l$ has dimension length. From (2.14a) the gauge behavior of $P_{\mu}$ is

$$
P_{\mu} \rightarrow P_{\mu}+\partial_{\mu} \omega .
$$

From (2.4c) it follows that $\left[P_{\mu}, P_{\nu}\right]=0$. Also, Eq. (2.4a) is unchanged and (2.4b) holds with $P_{\rho}$ instead of $\Pi_{\rho}$. Finally, using (2.15) and the discussion above, one establishes, in a manner completely paralleling the proof of Theorem 1 in Ref. 2, the Lie brackets for $Q_{\mu}$. The complete Lie algebra reads as follows:
$\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{v}\right]=0$,
$\left[J_{\mu \nu}, P_{\rho}\right]=-i\left(g_{\mu \rho} P_{\nu}-g_{\nu \rho} P_{\mu}\right)$,
$\left[J_{\mu v}, Q_{\rho}\right]=-i\left(g_{\mu \rho} Q_{v}-g_{v \rho} Q_{\mu}\right)$,
$\left[J_{\mu v}, J_{\rho \sigma}\right]=-i\left(g_{\mu \rho} J_{v \sigma}+g_{v \sigma} J_{\mu \rho}-g_{\mu \sigma} J_{v \rho}-g_{v \rho} J_{\mu \sigma}\right)$,
$\left[P_{\mu}, Q_{v}\right]=-i l^{-1} g_{\mu \nu}$.
For this we see that the structure of our kinematic group is

$$
\begin{equation*}
K=\mathrm{SL}(2, C)^{J} \otimes\left[T_{4}^{P} \otimes\left(T_{4}^{Q} \times T_{1}^{l}\right)\right] \tag{2.17}
\end{equation*}
$$

which is identical to the one for flat Minkowski event-space, cf. Ref. 3. The realization of the algebra $K$ is given by

$$
\begin{align*}
& P_{\mu} \sim i \partial_{\mu}  \tag{2.18a}\\
& Q_{\nu} \sim-l^{-1} x_{\mu}  \tag{2.18b}\\
& J_{\mu \nu} \sim i\left(x_{\mu} \partial_{\mu}-x_{v} \partial_{\mu}\right)+\Sigma_{\mu v} \tag{2.18c}
\end{align*}
$$

where $\Sigma_{\mu \nu}$ is an $\operatorname{SL}(2, C)$ spin matrix. At this point, the reader is advised to consult, for interpretation and further comments, p. 2054 in Ref. 3.

We now proceed to introduce dynamics, as was done in Refs. 2, 3, and 8, via

Definition 1: A development transformation of an isolated system is a kinematical symmetry ${ }^{14}$ characterized by

$$
\begin{equation*}
J_{\mu v} \rightarrow J_{\mu v}, \quad P_{\mu} \rightarrow g\left(Q_{\mu}, P_{\mu}, J_{\rho \sigma}\right), \quad Q_{\mu} \rightarrow f\left(Q_{\mu}, P_{\mu}, J_{\rho \sigma}\right) \tag{2.19}
\end{equation*}
$$

The motivation is that the geometry of the event space requires that the generator(s) of intrinsic development transformations be invariant under Lorentz transformations but, unlike the case for a flat space, they need not be invariant under arbitrary large translations.

Motivated by obvious arguments fully analogous to those in Refs. 2, 3, and 8 we make the following postulates:

Assumption 4: Development transformations form a one-parameter Lie group $T_{1}^{S}$ and thus they are represented by $U_{\sigma}=\exp (i \sigma S)$.

Assumption $5: S$ is contained in the algebra generated by $P_{\mu}, Q_{\mu}, J_{\rho \sigma}$.

These assumptions, together with the invariance requirements implied by Definition 1, determine the form of the development operator,

$$
\begin{equation*}
S=S\left(P^{2}, Q^{2}, Q P, T P, T Q, I\right) \tag{2.20}
\end{equation*}
$$

where, as in Refs. 3 and 5, the $\operatorname{SL}(2, C)$-spin $T$ is defined by ${ }^{15}$

$$
\begin{equation*}
T_{\mu \nu} \equiv J_{\mu \nu}-l\left(Q_{\mu} P_{\nu}-Q_{\nu} P_{\mu}\right) \tag{2.21}
\end{equation*}
$$

The development transformations give rise to an equivalence relation on the algebra of observables generated by $K$, so that, as in our previous work, we can define a dynamical group $G$ by

Assumption 6: The kinematical group $K$ is isomorphic to the quotient group modulo $T_{1}^{S}$ of some Lie group $G$.

From $K \approx G / T_{1}^{S}$ it then follows that $S$ and the generators of $K$ must form a closed Lie algebra. Therefore the
form (2.20) will be restricted to have the following structure:

$$
\begin{equation*}
S=A P^{2}+B Q^{2}+C(P Q+Q P)+D \tag{2.22}
\end{equation*}
$$

with $A, B, C, D$ being real constant $c$-numbers. We then see that the Lie algebra of $G$ has [in addition to (2.16a)-(2.16d)] the commutators

$$
\begin{align*}
& {\left[S, P_{\mu}\right]=i 2 l^{-1}\left(B Q_{\mu}+C P_{\mu}\right)}  \tag{2.23a}\\
& {\left[S, Q_{\mu}\right]=-i 2 l^{-1}\left(C Q_{\mu}+A P_{\mu}\right)}  \tag{2.23b}\\
& {\left[S, J_{\mu \nu}\right]=0}
\end{align*}
$$

In order to fix the as yet undetermined constants in (2.22) we posit, motivated by the same intuitive ideas spelled out in Ref. 8, the following:

Assumption 7: The transformation $T$ corresponding to inversion of dynamical development,

$$
\begin{equation*}
T: U_{\sigma} \rightarrow U_{-\sigma} \tag{2.24}
\end{equation*}
$$

is a kinematical symmetry. ${ }^{14}$
Assumption 8: The operator $T$ of development inversion is invariant under local phase transformations,

$$
\begin{equation*}
\exp [i \omega(Q)] T \exp [-i \omega(Q)]=T \tag{2.25}
\end{equation*}
$$

From (2.24) and Assumption 4 it follows that

$$
\begin{equation*}
(i S)^{\prime} \equiv T(i S) T^{-1}=-i S \tag{2.26}
\end{equation*}
$$

Transforming (2.23) with $T$ and using (2.25) for the case of a linear gauge transformation, we find, by arguments in complete analogy to the work of Ref. 8, that

$$
A=-\frac{1}{2} l, \quad B=-\frac{1}{2} l^{3} v^{2}, \quad C=0
$$

so that $(2.22)$ becomes

$$
\begin{equation*}
S=-\frac{1}{2} l P^{2}-\frac{1}{2} l^{3} v^{2} Q^{2}+D \tag{2.27}
\end{equation*}
$$

where $v$ is a constant (determining a scale of units) and $D$ is an arbitrary constant. ${ }^{16}$ Furthermore, the final form of the Lie brackets (2.23) will now be

$$
\begin{align*}
& {\left[S, P_{\mu}\right]=-i \nu^{2} l^{2} Q_{\mu}}  \tag{2.28a}\\
& {\left[S, Q_{\mu}\right]=i P_{\mu}}  \tag{2.28b}\\
& {\left[S, J_{\mu \nu}\right]=0} \tag{2.28c}
\end{align*}
$$

In summary: the Lie algebra of the dynamical group $G$ is given by (2.16) and (2.28). Thus, its structure is

$$
\begin{align*}
G & \equiv \tilde{\mathscr{H}}_{5} \\
& =T_{1}^{S} \otimes K=T_{1}^{S} \otimes\left[\left(S L(2, C)^{J} \otimes T_{4}^{Q}\right) \otimes\left(T_{4}^{P} \times T_{1}^{\prime} \quad\right)\right] \tag{2.29}
\end{align*}
$$

Clearly, this is a relativistic generalization of the centrally extended Hooke group and we shall denote it by $\widetilde{\mathscr{H}}_{5}$. We note that the only difference between the algebra of ${ }^{3,4} \widetilde{\mathscr{G}}_{5}$ and that of $\widetilde{\mathscr{H}}_{5}$ is the commutator (2.28a).

We call the reader's attention to p. 1667 of Ref. 8 and point out that entirely analogous remarks now hold for the relativistic case as well. In particular, we see that "relativistic cosmologic time" can be interpreted, via our construction, in a purely group theoretical manner. Finally, we note that $T$ has the meaning of cosmologic time reversal. Its action is characterized by

$$
\begin{equation*}
Q_{\mu}^{\prime} \equiv T Q_{\mu} T^{-1}=Q_{\mu}, \quad P_{\mu}^{\prime} \equiv T P_{\mu} T^{-1}=-P_{\mu}, \tag{2.30}
\end{equation*}
$$

and it is antilinear. Thus, from (2.26) it follows that ${ }^{17}$

$$
\begin{equation*}
S^{\prime} \equiv T S T^{-1}=S \tag{2.31}
\end{equation*}
$$

We conclude this section by presenting a realization of the Lie algebra (2.16), (2.28) of $\widetilde{\mathscr{H}}_{5}$, given on a Hilbert space of square integrable functions defined on $E_{3,1}(p) \times E_{1}(\tau)$. Here $E_{3,1}(p)$ is the Fourier-dual (momentum space) of the kinematical group $K$. The additional variable $\tau$ labels the sequence ("slices") of Hilbert spaces that are strung together in the big Hilbert space by means of the dynamical development $T_{1}^{S}$. We find

$$
\begin{align*}
& P_{\mu} \sim \cos (v \tau) p_{\mu} \cdot-i l^{-1} v \sin (v \tau) \partial_{p_{\mu}}  \tag{2.32a}\\
& Q_{\mu} \sim i l^{-1} \cos (v \tau) \partial_{p_{u}}+v^{-1} \sin (v \tau) p_{\mu} \cdot  \tag{2.32b}\\
& J_{\mu v} \sim i\left(\partial_{p_{v}} \cdot p_{\mu}-\partial_{p_{\mu}} \cdot p_{v}\right)+\Sigma_{\mu v}  \tag{2.32c}\\
& S \sim i \partial_{\tau} \tag{2.32d}
\end{align*}
$$

## 3. DISCUSSION AND REPRESENTATION THEORY OF THE RELATIVISTIC HOOKE GROUP

### 3.1 Group properties and Casimir invariants

It is convenient to expresses the structure (2.29) of the locally compact 16 parameter group $\widetilde{\mathscr{H}}_{5}$ in the isomorphic form

$$
\begin{equation*}
\widetilde{\mathscr{H}}_{5}=\left(T_{1}^{S} \times S L(2, C)^{J}\right) \otimes\left[T_{4}^{Q} \otimes\left(T_{4}^{P} \times T_{1}^{\prime}\right)\right] \tag{3.1}
\end{equation*}
$$

The generic element of $\widetilde{\mathscr{H}}_{5}$ can be written as

$$
\begin{equation*}
\tilde{h} \equiv(\Theta ; h)=(\Theta ; \sigma, a, b, \Lambda) \tag{3.2}
\end{equation*}
$$

where $\theta$ is a phase parameter [associated with the central extension by $T_{1}^{l}{ }^{\prime}$, cf. Eq. (2.16)] and $\sigma, a, b, \Lambda$ are the parameters associated with the generators $S$ of dynamical development, $P$ of translations, $Q$ of "relativistic Hooke boosts," and $J$ of Lorentz transformations, respectively. The composition law is

$$
\begin{equation*}
\tilde{h_{1}} \tilde{h}_{2}=\left(\theta_{1}+\theta_{2}+\xi\left(h_{1}, h_{2}\right) ; h_{1} h_{2}\right) \tag{3.3}
\end{equation*}
$$

with

$$
\begin{gather*}
h_{1} h_{2}=\left(\sigma_{1}+\sigma_{2}, a_{1} \cos v \sigma_{2}+v^{-1} b_{1} \sin v \sigma_{2}+\Lambda_{1} a_{2}\right. \\
\left.b_{1} \cos v \sigma_{2}-v a_{1} \sin v \sigma_{2}+\Lambda_{1} b_{2}, \Lambda_{2} \Lambda_{2}\right) \tag{3.4a}
\end{gather*}
$$

and

$$
\begin{align*}
& \xi\left(h_{1}, h_{2}\right) \\
& =l^{-1}\left\{\left[(2 v)^{-1} b_{1}^{2}-\frac{1}{2} v a_{1}^{2}\right] \cos v \sigma_{2} \sin v \sigma_{2}+a_{1} b_{1} \cos ^{2} v \sigma_{2}\right. \\
& \left.\quad+\Lambda_{1} a_{2}\left(b_{1} \cos v \sigma_{2}-a_{1} v \sin v \sigma_{2}\right)\right\} . \tag{3.4b}
\end{align*}
$$

The Casimir invariants are

$$
\begin{align*}
\mathscr{R}_{0} & =l^{-1} I,  \tag{3.5a}\\
\mathscr{R}_{1} & =\frac{1}{2} T_{\mu \nu} T^{\mu v},  \tag{3.5b}\\
\mathscr{R}_{2} & =\frac{1}{4} \epsilon_{\mu v \rho \sigma} T^{\mu v} T^{\rho \sigma},  \tag{3.5c}\\
\mathscr{R}_{3} & =P^{2}+v^{2} l^{2} Q^{2}+2 l^{-1} S . \tag{3.5d}
\end{align*}
$$

The first three coincide with the Casimir invariants of $\widetilde{\mathscr{G}}_{5}$ (cf. Refs. 3-5), because only the [ $S, P_{\mu}$ ] commutator of $\widetilde{\mathscr{H}}_{5}$ differs from those of $\mathscr{G}_{5}$. The invariant $\mathscr{R}_{3}$ can be inferred from contraction arguments (cf. Ref. 18, Appendix C) and it differs from the $\mathscr{D}_{3}$ invariant of $\widetilde{G}_{5}$ only by the presence of the $Q^{2}$ term. From (3.5d) we see that now $S$ will have a discrete spectrum, in contradistinction to the case of $\breve{G}_{5}$. This has
crucial physical consequences, to which we shall return in Sec. 4.

### 3.2 Relation of $\widetilde{\mathscr{H}}_{5}$ to other relativistic groups

It is known ${ }^{6}$ that the nonrelativistic Hooke group can be considered as a particular contraction of $\mathrm{SO}(3,2)$, with respect to the rotation group $\mathrm{SO}(3)$. Similarly, it is expected that the relativistic Hooke group can be viewed as some contraction of a larger homogeneous pseudo-orthogonal group, with respect to its $\operatorname{SO}(3,1)$ Lorentz subgroup. As was shown in Ref. 18, p.46, the well-known group extension method of Rosen ${ }^{19}$ shows that the parent group must be a pseudo-orthogonal group of dimension six, i.e., $\mathrm{SO}(p, q)$ with $p+q=6$. In order to study the relation of $\mathscr{H}_{5}$ to other quantum mechanical and possible dynamical groups, we consider below the entire family of groups arising from systematically performed contractions of $\operatorname{SO}(p, q)$ with $p+q=6$, all done with respect to the Lorentz subalgebra. Let $M_{\alpha \beta}(\alpha, \beta=0,1,2,3,4,5)$ denote the generators of $\operatorname{SO}(p, q)$, and write

$$
\begin{equation*}
M_{4 \mu} \equiv P_{\mu}, \quad M_{5 \mu} \equiv Q_{\mu}, \quad M_{45} \equiv S . \tag{3.6}
\end{equation*}
$$

Then the $\mathbf{S O}(p, q)$ algebra reads ${ }^{20}$
$\left[M_{\mu \nu}, M_{\rho \sigma}\right]=i\left(g_{\mu \rho} M_{v \sigma}+g_{\nu \sigma} M_{\mu \rho}-g_{\mu \sigma} M_{v \rho}-g_{\rho v} M_{\mu \sigma}\right)$,
$\left[P_{\mu}, P_{v}\right]=i g_{44} M_{\mu v}, \quad\left[Q_{\mu}, Q_{v}\right]=i g_{55} M_{\mu v}$,
$\left[P_{\mu}, Q_{v}\right]=i g_{\mu \nu} S$,
$\left[S, Q_{\mu}\right]=-i g_{55} P_{\mu}, \quad\left[S, P_{\mu}\right]=i g_{44} Q_{\mu}$,
$\left[M_{\mu v}, P_{\rho}\right]=i\left(g_{\mu \rho} P_{v}-g_{v \rho} P_{\mu}\right)$,
$\left[M_{\mu v}, Q_{\rho}\right]=i\left(g_{\mu \rho} Q_{v}-g_{v \rho} Q_{\mu}\right)$,
$\left[M_{\mu v}, S\right]=0$,
where $\mu, v=0,1,2,3$.
If we are interested in Lorentz subalgebra-preserving Wigner-Inönü contractions that also preserve the Lorentz transformation character of $P, Q, S$, then we have three distinct choices ${ }^{21}$ :
(a) Speed-Space contraction: Replace $Q$ by $\epsilon Q, P$ by $\epsilon P$, and take the limits

$$
\lim _{\epsilon \rightarrow 0} \epsilon Q=Q^{\prime}, \quad \lim _{\epsilon \rightarrow 0} \epsilon P=P^{\prime}
$$

(b) Space-Time contraction: Replace $P$ by $\epsilon P, S$ by $\epsilon S$, and take the limits
$\lim _{\epsilon \rightarrow 0} \epsilon P=P^{\prime}, \quad \lim _{\epsilon \rightarrow 0} \epsilon S=S^{\prime}$.
(c) Speed-Time contraction: Replace $Q$ by $\epsilon Q, S$ by $\epsilon S$, and take the limits

$$
\lim _{\epsilon \rightarrow 0} \epsilon Q=Q^{\prime}, \quad \lim _{\epsilon \rightarrow 0} \epsilon S=S^{\prime}
$$

Explicit calculation then gives the following $P, Q, S$ subalgebras. ${ }^{22}$

1. Speed-Space contraction gives ${ }^{23}$ :

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{v}\right]=\left[P_{\mu}, Q_{v}\right]=0} \\
& {\left[S, Q_{\mu}\right]=-i g_{55} P_{\mu}, \quad\left[S, P_{\mu}\right]=i g_{44} Q_{\mu}} \tag{3.8}
\end{align*}
$$

If we take $g_{44}=g_{55}=g_{00}=1$, corresponding to $\mathrm{SO}(3,3)$, or alternatively $-g_{44}=-g_{55}=g_{00}=1$, corresponding to $\mathrm{SO}(5,1)$, then we have (two possible isomorphic versions of) our oscillatory relativistic Hooke group ${ }^{24} \mathscr{H}_{5}$. Naturally, we now have only the "geometrical" group (with $[P, Q]=0)$ and not its central extension $\mathscr{\mathscr { H }}_{5}$. (To obtain $\mathscr{\mathscr { H }}_{5}$, one must use a contraction procedure where the rhs of $[P, Q]$ contracts to a constant. The way to do this has been done in Appendix C or Ref. 18.)

If, on the other hand, we take $g_{44}=-g_{55}=g_{00}=1$, corresponding to $\mathrm{SO}(4,2)$, then (3.8) becomes the algebra of Castell's "preferred algebra II", which he calls the macroscopic group. ${ }^{25}$ To fully appreciate the difference in interpretation between our $\widetilde{\mathscr{H}}_{5}$ and Castell's group II, one must note that Castell considered the conformal group with the physical generators $\hat{P}_{\mu}, \hat{Q}_{\mu}, \hat{D}, \hat{J}_{\mu \nu}$, and the $\operatorname{SO}(4,2)$ generators contracted over are linear combinations of these. The correspondence between our $P_{\mu}, Q_{\mu}, S$ and the conformal (or $\mathrm{SO}(4,2)]$ generators is as follows:

$$
\begin{aligned}
& M_{4, \mu}=P_{\mu}=\frac{1}{2}\left(\hat{P}_{\mu}+\hat{K}_{\mu}\right), \quad M_{5 \mu}=Q_{\mu}=\frac{1}{2}\left(\hat{P}_{\mu}-\hat{K}_{\mu}\right), \\
& M_{45}=S=\hat{D}, \quad M_{\mu v}=\hat{J}_{\mu \nu}
\end{aligned}
$$

## 2. Space-Time contraction gives:

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=0, \quad\left[Q_{\mu}, Q_{v}\right]=i g_{55} M_{\mu v}, \quad\left[P_{\mu}, Q_{v}\right]=i g_{\mu v} S} \\
& {\left[S, Q_{\mu}\right]=-i g_{55} P_{\mu}, \quad\left[S, P_{\mu}\right]=0 .} \tag{3.9}
\end{align*}
$$

This structure is isomorphic to the algebra of the inhomogeneous para-de Sitter group. ${ }^{27}$
3. Speed-Time contraction gives:

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=i g_{44} M_{\mu v}, \quad\left[Q_{\mu}, Q_{v}\right]=0, \quad\left[P_{\mu}, Q_{v}\right]=i g_{\mu v} S,} \\
& {\left[S, Q_{\mu}\right]=0, \quad\left[S, P_{\mu}\right]=i g_{44} Q_{\mu} .} \tag{3.10}
\end{align*}
$$

This is isomorphic to the inhomogeneous de Sitter algebra.


FIG. 1. Results of contractions.

One can now perform further contractions of appropriate type (a), (b), (c). The results are represented in Fig. 1. (Notation: deS $=$ inhomogeneous de Sitter; $C_{R}=$ relativistic Carroll; $\mathrm{St}_{\mathrm{R}}=$ relativistic static. The prefix " p " on deS and $\mathscr{G}_{5}$ is short for "para." ${ }^{27}$ The Roman numerals I-V correspond to Castell's notation. ${ }^{25}$ ) The corresponding subalgebras are

## Relativistic Galilei group $\mathscr{G}_{5}$ :

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{v}\right]=\left[P_{\mu}, Q_{\nu}\right]=0} \\
& {\left[S, Q_{\mu}\right]=0, \quad\left[S, P_{\mu}\right]=i g_{44} Q_{\mu}} \tag{3.11}
\end{align*}
$$

Relativistic para-Galilei group $p \mathscr{G}_{5}$ :

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{v}\right]=\left[P_{\mu}, Q_{v}\right]=0} \\
& {\left[S, Q_{\mu}\right]=-i g_{55} P_{\mu}, \quad\left[S, P_{\mu}\right]=0} \tag{3.12}
\end{align*}
$$

## Relativistic Carroll group $\mathrm{C}_{\mathrm{R}}$ :

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{\nu}\right]=0, \quad\left[P_{\mu}, Q_{v}\right]=i g_{\mu \nu} S} \\
& {\left[S, Q_{\mu}\right]=\left[S, P_{\mu}\right]=0} \tag{3.13}
\end{align*}
$$

Relativistic static group $\mathrm{St}_{\mathrm{R}}$ :

$$
\begin{align*}
& {\left[P_{\mu}, P_{v}\right]=\left[Q_{\mu}, Q_{v}\right]=\left[P_{\mu}, Q_{v}\right]=0} \\
& {\left[S, Q_{\mu}\right]=\left[S, P_{\mu}\right]=0} \tag{3.14}
\end{align*}
$$

### 3.3 Representations of $\widetilde{\mathscr{H}}_{5}$

The irreducible unitary ray representations of $\widetilde{\mathscr{H}}_{5}$ can be obtained by Mackey's method of induced representations. The quickest specific approach is to find a relativistic generalization of the work by Dubois ${ }^{28}$ who constructed the representations of the nonrelativistic $\widetilde{\mathscr{H}}_{4}$. We sketch ${ }^{29}$ the method as appropriate for $\widetilde{\mathscr{H}}_{5}$.

> We write

$$
\begin{equation*}
\overline{\mathscr{H}}_{5}=T_{1}^{S} \times \tilde{\Gamma} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\Gamma} \equiv \mathrm{SL}(2, C)^{J} \otimes\left[T_{4}^{Q} \otimes\left(T_{4}^{P} \times T_{1}^{l}\right)\right] \tag{3.16}
\end{equation*}
$$

is the maximal invariant subgroup. We can induce the irreps of $\widetilde{\mathscr{H}}_{5}$ from those of $\tilde{\Gamma}$; the irreps of $\tilde{\Gamma}$, in turn, can be induced from those of the Abelian subgroup

$$
\begin{equation*}
\tilde{T}_{4}^{P} \equiv T_{1}^{l}{ }^{\prime} \times T_{4}^{P} \tag{3.17}
\end{equation*}
$$

i.e., we consider $\tilde{\Gamma}$ in the form

$$
\begin{equation*}
\tilde{\Gamma}=\left[\mathrm{SL}(2, C)^{J} \otimes T_{4}^{Q}\right] \otimes T_{4}^{P} \tag{3.18}
\end{equation*}
$$

The irreps of $\tilde{T}_{4}^{P}$ are, obviously, of the form ${ }^{30}$

$$
\begin{equation*}
U(\theta, a)=\exp [i(\eta \theta+p a)] \tag{3.19}
\end{equation*}
$$

where $\eta$ is a real number and $p$ a 4 -vector. ${ }^{31}$ Let us denote $\mathrm{SL}(2, C)^{J} \otimes T_{4}^{Q}=\Delta$ and label $\delta \epsilon \Delta$ by the pair $(\Lambda, b)$. If we define the linear functional

$$
\langle\eta, p \mid \theta, a\rangle=\eta \theta+p a
$$

then the homomorphisms of $\Delta$ in the group of automorphisms of $\tilde{T}_{4}^{P}$ are associated with the action of $\Delta$ on $\tilde{T}_{4}^{P}$ by the rule

$$
\langle\delta(\eta, p) \mid \theta, a\rangle=\left\langle\eta, p \mid \delta^{-1}(\theta, a)\right\rangle
$$

for every $\delta \epsilon \Delta,(\eta, p) \epsilon \tilde{T}_{4}^{P}$. The transformation induced by $\delta$
$(\eta, p)$ is given by

$$
\begin{equation*}
\delta(\eta, p)=\left(\eta, \Lambda^{-1} p-\eta l^{-1} \Lambda^{-1} b\right) . \tag{3.20}
\end{equation*}
$$

For each value of $\eta$ the induced automorphisms of $\tilde{T}_{4}^{P}$ yield an orbit. Their collection provides a partition of $\tilde{T}_{4}^{P}$. We take a point $\left(\eta_{0}, p_{0}\right)$ on the orbit $\eta_{0}$ and wish to construct the irreps of the little group $\Delta_{\rho_{0}}$ associated to that point. Since the structure of the little group does not depend on the orbit nor on the particular point chosen on it, we may take $\eta=1$ and chose $p_{0}=0$. We then find that the little group is isomorphic to an $\operatorname{SL}(2, C)$ group. ${ }^{32}$ Thus, putting things together, the representation of $\tilde{\Gamma}$ can be described, on a suitable function space, as follows ${ }^{33}$ :

$$
\begin{align*}
& {\left[U(\theta, a, b, \Lambda) \psi_{s s_{3}}^{l o k c}\right](p) } \\
&= \exp [i(\theta+p a)] D^{k c}(\Lambda)_{s s_{4} s^{\prime} s_{s}} \\
& \times \psi_{s_{3}}^{p k c}\left(\Lambda^{-1}\left(p-l^{-1} b\right)\right) \tag{3.21}
\end{align*}
$$

Here $D^{k c}$ is the well-known matrix representation of $\mathrm{SL}(2, C)^{T}$.

To induce now the irreps of $\widetilde{\mathscr{H}}_{5}$ from those of $\tilde{\Gamma}$, we must find the orbits in the space $\hat{\Gamma}$ of equivalence classes of irreps of $\tilde{\Gamma}$, which arise under the action of $T_{1}^{s}$. Denoting by $\tilde{\gamma}$ an element of $\tilde{\Gamma}$, it can be shown that there exists an equivalence operator $W$ such that

$$
U[\sigma(\tilde{\gamma})]=W(\sigma) U(\tilde{\gamma}) W^{-1}(\sigma)
$$

with $W$ given by

$$
W(\sigma)=\exp \left(i E^{\prime} \sigma\right)
$$

where

$$
\begin{equation*}
E^{\prime} \equiv \frac{1}{2} l p^{2}+\frac{1}{2} l^{3} v^{2} q^{2} \tag{3.22}
\end{equation*}
$$

and where $q$ is a 4 -vector. Therefore, every point of $\tilde{\Gamma}$ is an orbit in itself, whose little group is (isomorphic to) $T_{1}^{S}$. The irreps of the Abelian $T_{1}^{S}$ are, of course, of the form

$$
\begin{equation*}
U(\sigma)=\exp (-i u \sigma) \tag{3.23}
\end{equation*}
$$

where $u$ is a real constant. Putting all these results together, we finally obtain the explicit action of $\widetilde{\mathscr{H}}_{5}$ on a suitable function space over the variables $p$ and $u$ as follows:

$$
\begin{align*}
& {\left[U(\theta ; \sigma, a, b, \Lambda) \psi_{s s_{3}}^{i \rho k c}\right](p ; u) } \\
&= \exp \left\{i\left[\theta+\left(\frac{1}{2} / p^{2}+\frac{1}{2} l^{3} v^{2} q^{2}-u\right) \sigma+p a\right]\right\} \\
& \times D^{k c}\{\Lambda)_{s s_{,}, s_{3}^{\prime} s_{3}} \psi_{s s_{3}}^{i k c}\left(\Lambda_{p}^{-1}-l^{-1} \Lambda^{-1} b ; u\right) . \tag{3.24}
\end{align*}
$$

The " $q_{\mu}$ " in the exponent must be interpreted as the differential operator $i l^{-1}\left(\partial / \partial p_{\mu}\right)$ acting on $\psi(p)$.

There exists another, alternative procedure to derive the irreps of $\mathscr{\mathscr { H }}_{5}$. This constuction, based on the generalization of the representation theory of $\mathscr{G}_{5}$ as presented in a previous work, ${ }^{34}$ has the advantage that it gives a deeper insight; a detailed account of it can be found on pp. 53-65 or Ref. 18. In this approach the starting point is the decomposition

$$
\begin{equation*}
\tilde{\mathscr{H}}_{\mathrm{s}}=N \otimes H, \tag{3.25}
\end{equation*}
$$

with

$$
\begin{equation*}
N=\left(T_{1}^{l} \quad \times T_{4}^{P}\right) \otimes T_{4}^{Q}, \quad H=\mathbf{S L}(2, C)^{J} \times T_{1}^{S} \tag{3.26}
\end{equation*}
$$

and the irreps of $\widetilde{\mathscr{H}}_{5}$ are induced from those of $N$. Here we
want to use this approach only to discuss the classes of irreps that $\widetilde{\mathscr{H}}_{5}$ can have.

The automorphisms in $N$ given by $n \rightarrow h n h^{-1}$ (with $h \in H$ ) define orbits in $N$ characterized by

$$
\begin{equation*}
p^{2}+v^{2} l^{2} q^{2}=\text { const } \tag{3.27}
\end{equation*}
$$

One then finds that the little group is isomorphic to $\mathrm{SL}(2, C)^{T} \times T_{1}^{S}$. Under its action, all points of the orbit can be reached. Examining, in particular, the action of the $T_{1}^{S}$ subgroup on points of the orbit, one can show that

$$
p \rightarrow p \cos v \sigma-l^{-1} q \sin v \sigma
$$

In particular, taking $\sigma=\pi / 2 v$, we have $p \rightarrow l^{-1} q$. Thus, if on a certain orbit $p^{2}>0$ everywhere, then also $q^{2}>0$ everywhere on the orbit, and similar statements hold for $p^{2}<0, p^{2}=0$. Because of the disconnectedness of $\operatorname{SL}(2, C)$, timelike vectors cannot be transformed into spacelike vectors, etc. Taking these comments into account as well as the fact that, because of ray equivalence, one can always choose $\mathscr{R}_{3}=0$, Eq. (3.27) easily leads to the following classification of the irreps ${ }^{35}$ :

Class I: $u>0, p^{2}>0, \quad q^{2}>0$,
Class II: $u<0, \quad p^{2}<0, \quad q^{2}<0$,
Class III: $u=0, \quad p^{2}=q^{2}=0, \quad p \neq 0, q \neq 0$,
Class IV: $u=0, \quad p^{2}=q^{2}=0, \quad p=0, q=0$.
Here $u$ is the eigenvalue of $S$. For physical applications, we are interested only in Class I.

## 4. PHYSICAL CONSEQUENCES OF $\widetilde{\mathscr{H}}_{5}$

### 4.1 Wave equation and mass spectrum

In conformity with Section 1 of this paper and in the spirit of Ref. 9 we consider now the relativistic hadrons as bilocal objects: a microuniverse bubble embedded in the (flat) external Minkowski world. As in most bilocal models, the relationship between the external and internal dynamical entities is not obvious and is expected to be model dependent. There exists, however, an algebraic approach, due to Nambu, ${ }^{36}$ which yields a general, plausible, and easily applicable prescription to combine the internal and external symmetries. We shall use this approach to determine the internal symmetry group in terms of the Hooke generators.

Nambu's procedure entails two essential criteria for the internal group:
(a) it contains a subgroup characterizing internal symmetry.
(b) it is large enough to contain within its generators elements that are fourvectors or tensors under the Lorentz group.

In general, one will then have infinite multiplets, and one can construct Lorentz invariant wave equations with the internal generators coupled to the external momentum.

In the spirit of requirement (b) we see that the $\widetilde{\mathscr{H}}_{5}$ generators available for the internal symmetry are the fourvectors $P_{\mu}, Q_{\mu}$, and the scalar $S$. To meet condition (a), it is convenient to define

$$
A_{\mu}^{\dagger} \equiv(\nu / \mathcal{V} 2)\left(l Q_{\mu}-i v^{-1} P_{\mu}\right)
$$

$$
\begin{equation*}
A_{\mu}=(v / V 2)\left(l Q_{\mu}+i v^{-1} P_{\mu}\right) \tag{4.1}
\end{equation*}
$$

Then it is easily checked that the sixteen bilinears $A_{\mu}^{+} A_{v}$ in the enveloping algebra form a $U(3,1)$ Lie algebra. In order to have a semisimple group, we fix the eigenvalue of

$$
\begin{equation*}
N \equiv A_{\mu}^{\dagger} A^{\mu} \tag{4.2}
\end{equation*}
$$

Actually, the eigenvalues of $N$ are

$$
\begin{equation*}
n \equiv n_{1}+n_{2}+n_{3}-n_{0} \tag{4.3}
\end{equation*}
$$

where $n_{\mu}$ are nonnegative integers. Fixing $N$ leads (via the elimination of trace) from $\mathrm{U}(3,1)$ to $\mathrm{SU}(3,1)$. This is our internal symmetry. We note that fixing $N$ is equivalent to fixing $S$ since from ( 3.5 d ) we see that (in a given representation)

$$
\begin{equation*}
S=-l v(N+1)+\frac{1}{2} l \mathscr{R}_{3} . \tag{4.4}
\end{equation*}
$$

The $\mathrm{SU}(3,1)$ generators $A_{\mu}^{\dagger} A_{\nu}$ form a tensor, the $A_{\mu}^{\dagger}+A_{\mu}$ behaves as a (self-adjoint) vector, and $S$ (essentially $A_{\mu}^{\dagger} A^{\mu}$ ) behaves as a scalar under Lorentz transformations. Thus, the most general Nambu-type equation will be

$$
\begin{align*}
& {\left[A_{\mu}^{\dagger} A_{v} \mathrm{P}^{\mu} \mathrm{P}^{\nu}+\alpha\left(A_{\mu}^{\dagger}+A_{\mu}\right) \mathrm{P}^{\mu}+\beta \mathrm{P}^{2}-\gamma S\right] \Psi^{n, b}(\mathrm{P})} \\
& \quad=0 \tag{4.5}
\end{align*}
$$

Here $\mathrm{P}^{\mu}$ denotes the external fourmomentum of the system. The wave function is an (infinite component) multiplet member, with level-label $n$ and degeneracy label $b$, and external Poincaré label suppressed. Since, by our above argument, the eigenvalue of $S$ is fixed, ${ }^{37}$ we can identify [because of (4.4)] the label $n$ with the eigenvalue (4.3) of $N$.

The action of $A_{\mu}^{+} A_{v}$ is simply to transform the degenerate eigenvectors of $S$ among themselves, for a given level. But $A_{\mu}^{\dagger}$ and $A_{\mu}$, being raising-lowering operators, will transform eigenvectors of $S$ with a label $n$ to those with labels $n+1$ and $n-1$, respectively. Thus, (4.5) will be an eigenvalue equation for $S$ eigenstates only if $\alpha=0$. Then we have, finally, the wave equation

$$
\begin{equation*}
\left(A_{\mu}^{\dagger} A_{v} \mathrm{P}^{\mu} \mathrm{P}^{v}+\beta \mathrm{P}^{2}-\gamma S\right) \Psi^{n, b}(\mathrm{P})=0 \tag{4.6}
\end{equation*}
$$

To extract physical information from (4.6), we go to the rest system, $\mathrm{P}_{k}=0, \mathrm{P}_{0}=m$, where $m$ is the hadron mass. We have

$$
\begin{equation*}
\left(A_{0}^{\dagger} A_{0} m^{2}+\beta m^{2}-\gamma S\right) \Psi^{n, b}\left(\mathrm{P}_{0}\right)=0 \tag{4.7}
\end{equation*}
$$

Because of ray equivalence, from now on we will take, without restricting generality, $\mathscr{R}_{3}=0$. Then from (4.7), (4.4), and (4.3) we obtain

$$
\left[\left(n_{0}+\beta\right) m^{2}+\gamma l \nu\left(n_{1}+n_{2}+n_{3}-n_{0}+1\right)\right] \Psi^{n, b}=0
$$

i.e., we have the mass spectrum

$$
\begin{equation*}
m^{2}=-\gamma l v\left(n_{1}+n_{2}+n_{3}-n_{0}+1\right) /\left(n_{0}+\beta\right) . \tag{4.8}
\end{equation*}
$$

We are interested in Class I representations with $m^{2}=\mathrm{P}^{2}>0$, where, according to the discussion at the end of Sec. 3.3 the eigenvalue $u$ of $S$ is positive. From (4.4) (with $\mathscr{R}_{3}=0$ ) it follows that this is the case if ${ }^{35}$

$$
\begin{equation*}
n_{0}<n_{1}+n_{2}+n_{3}+1 \tag{4.9}
\end{equation*}
$$

Therefore, if $\gamma>0$, we must have $\beta>-n_{0}$ and, if $\gamma<0$, we must have $\beta<-n_{0}$ in order to have $m^{2}>0$.

Clearly, we now have a discrete mass spectrum. However, even though the restriction to Class I avoids the emer-
gence of $m^{2} \leqslant 0$ solutions, the timelike oscillations still lead to a feature of the spectrum which is contradicting even qualitative experience: taking in (4.8) the maximum possible values $n_{0}=n_{1}+n_{2}+n_{3}$, the spectrum of $m^{2}$ has an accumulation point at $m^{2}=0$. Hence, even though our general analysis does not explain it on theoretical grounds, we will assume that timelike oscillations are suppressed, $n_{0}=0$. Equation (4.8) then gives the reasonable mass spectrum

$$
\begin{align*}
& m^{2}=\operatorname{const}(n+1) \\
& n \equiv n_{1}+n_{2}+n_{3}  \tag{4.10}\\
& n_{i}=\text { non-negative integer. }
\end{align*}
$$

### 4.2 Relations with other hadron models

The (degenerate) eigenfunction $\Psi^{n, b}$ in the Nambu type Eq. (4.6) is, in general, a member of an infinite dimensional multiplet in the internal space, and each member of this multiplet is an irrep of the Poincare group. We can write

$$
\begin{equation*}
\Psi^{n, b}(\mathrm{P}) \equiv \phi^{n} \psi_{a}(\mathrm{P}) \tag{4.11}
\end{equation*}
$$

where $\phi^{n}$ is an internal state vector and $\psi_{a}$ is a wave function in external space with Poincaré label " $a$ ". Furthermore, we can express $\phi^{n}$ as some wave function in the internal (Hooke) momentum space,

$$
\phi^{n} \equiv \phi^{n}(p)
$$

It is essentially a product of four Hermite plynomials. Since $n$ reflects the eigenvalue $u$ of $S$, we may conveniently write

$$
\begin{equation*}
\phi^{n}=\phi(u ; p) \tag{4.12a}
\end{equation*}
$$

where, ${ }^{38}$ from (4.4),

$$
\begin{equation*}
u=-l v\left(n_{1}+n_{2}+n_{3}-n_{0}+1\right) \tag{4.12b}
\end{equation*}
$$

The composite, bilocal wave function of the entire "hadron" = Hooke bubble in Minkowski space can now be written

$$
\begin{equation*}
\Phi^{\prime \prime}(p, \mathrm{P})=\phi(u, p) \psi_{a}(\mathrm{P}) \tag{4.13}
\end{equation*}
$$

For simplicity we assume that the external wave function belongs to the scalar representation of the Poincare group,

$$
\begin{equation*}
\left(\mathrm{P}^{2}-m^{2} \mid \psi_{a}(\mathrm{P})=0\right. \tag{4.14}
\end{equation*}
$$

For the internal space part we obtain, when using the realization ${ }^{39} P_{\mu} \sim p_{\mu}, Q_{\mu} \sim i l^{-1} \partial_{\rho_{\mu}}$ oftheCasimirinvariant ${ }^{38}(3.5 \mathrm{~d})$

$$
\begin{equation*}
\left(p^{2}-v^{2} \square_{p}+2 l^{-1} u\right) \phi(u ; p)=0 \tag{4.15}
\end{equation*}
$$

The general relation between $m^{2}$ and the eigenvalues $u$ and $S$ as given by (4.12b) is expressed by the formula (4.8), i.e.,

$$
\begin{equation*}
m^{2}=\gamma u / n_{0}+\beta \tag{4.16}
\end{equation*}
$$

The Equations (4.14) and (4.15) are identical in form to those which emerge in the relativistic harmonic oscillator model of Feynman et al. ${ }^{40}$ and which were further developed (connected to the parton model) by Kim and Noz. ${ }^{41}$ In the work of these authors, the starting point is a system of "quarks" which are assumed to interact via relativistic harmonic forces. The equations in question are then obtained by introducing center-of-mass and relative coordinates, but to obtain Poincaré invariant c.m. motion equations it is necessary to forbid oscillations of the center of mass ("spurious
oscillations"). In addition, timelike oscillations must be suppressed in order to avoid tachyon solutions. In our approach, we do not have c.m. oscillations, so that there is nothing to artificially forbid. Also, the $m^{2}$ is positive in our model without suppressing timelike oscillations (but in order to avoid an accumulation point at $m^{2}=0$ we also have to use the device of suppression). It is clear that, because the emergence of Eq. (4.15), all results and conclusions of Refs. 40 and 41 will also hold in our framework.

We now use (4.15) to study the degeneracy of the mass levels. As before, we assume that timelike oscillations are to be suppressed, which means

$$
A_{0} A_{0}^{\dagger} \phi(u ; p)=A_{0} A_{0}^{\dagger} \phi(u ; p)=0 .
$$

Then (4.15) becomes

$$
\begin{equation*}
\left(p^{2}-v^{2} \nabla_{p}^{2}+2 l^{-1} u\right) \phi(u ; p)=0 \tag{4,17a}
\end{equation*}
$$

which is, of course, a three-dimensional harmonic oscillator wave equation and which in configuration space reads

$$
\begin{equation*}
\left(-\nabla_{x}^{2}+v^{2} x^{2}+2 l \quad{ }^{1} u\right) \phi(u ; x)=0 . \tag{4.17b}
\end{equation*}
$$

Introducing spherical polar coordinates and separating, the radial wave equation becomes

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{2}}-\frac{j(j+1)}{r^{2}}-v^{2} r^{2}-2 l^{-1} u\right] R_{k}^{j}(u ; r)=0 . \tag{4.18}
\end{equation*}
$$

The Laguerre polynomials $R_{k}^{j}$ are characterized, for given $j$, by the integer $k=0,1, \ldots$ and the value of $u$. The physically acceptable (normalizable) solutions are those for which

$$
-2 l^{-1} u=v(2 k+j+1)
$$

Since, from (4.12b) (with $n_{0}=0$ ) we have

$$
2 l^{-1} u=-2 v(n+1) \quad\left(n \equiv n_{1}+n_{2}+n_{3}\right)
$$

we see that

$$
\begin{equation*}
n=k+j / 2 \tag{4.19}
\end{equation*}
$$

Substituting this into the mass formula (4.10), we get

$$
\begin{align*}
& m^{2}=C^{-1}(j+2 k+2), \text { i.e., } \\
& j=C m^{2}-2 k-2, \quad k=0,1,2, \ldots \tag{4.20}
\end{align*}
$$

where $C$ is a constant. Thus, interpreting $j$ (which is the "internal orbital angular momentum'") as the spin of the physical hadron, we have a family of Regge trajectories with recurrences at intervals of $2 j$. In particular, trajectories of opposite signature coincide. However, the above formula cannot be directly compared with experiments, because, by its derivation, it refers to a single collective excitation of the de Sitter microworld bubble whereas, as we discussed in detail in Ref. 9, hadrons correspond to multiple excitations. The nonarbitrary value of $\mathscr{R}_{3}$ for irreducible terms in the direct product of representations will then be reflected in the modification of the intercept of the trajectory, i.e., instead of (4.20) we would have

$$
\begin{equation*}
j=C m^{2}-2 k+B \tag{4.21}
\end{equation*}
$$

where, together with $C$, the $B$ is also an undetermined constant. ${ }^{42}$ It is possible, but perhaps not too profitable, to compare (4.21) with, say, the known meson spectrum.
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#### Abstract

The Poincaré group is represented taking as a complete set of commuting observables $\left\{\mathbf{P}_{T}, K_{3}, \mathscr{F}_{3}\right\}$, where $K_{3}$ is the boost along the third axis and $\mathscr{T}_{3}$ the third component of the null plane spin. We name it $K_{3}$-representation. There appears in it a parameter $K$, with dimensions of momentum, from which the infinite momentum limit can be implemented in a natural way as the contraction $k \rightarrow \infty . K_{3}$-states and wavefunctions are well defined in the infinite momentum limit. They are related to null plane states and wavefunctions by a Mellin transformation. The convergence properties of null plane functions translate into analyticity properties of $K_{3}$ functions in the complex $\lambda$ (eigenvalue of $K_{3}$ )-plane.


PACS numbers: $11.30 . \mathrm{Cp}, 03.65 . \mathrm{Fd}, 02.20 . \mathrm{Qs}, 02.20$. Rt

## I. INTRODUCTION

The present work is a first step towards a rigorous analysis of the group content of the limit $p_{3} \rightarrow \infty$ in relativistic quantum mechanics. This limit has usually been handled in the literature through the infinite-momentum frame (IMF) construction, ${ }^{1}$ where the Poincaré group is boosted along the third axis as

$$
\begin{equation*}
\hat{O}=\lim _{\omega \rightarrow \infty} e^{i \omega K_{1}} O e^{-i \omega K_{1}} \tag{1}
\end{equation*}
$$

This framework has been very fruitful in the description of high energy processes ${ }^{2}$ but it is not entirely satisfactory from a theoretical point of view. Two main features of the transformation (1) support this assertion:
(i) As regards the Poincaré group, the transformation (1) is an inner automorphism, as has been pointed out by Bacry and Chang, ${ }^{3}$ so that no mathematical simplification is obtained from it,
(ii) The IMF states are ill-defined because the transformation $\exp \left(i \omega K_{3}\right)$ is obviously singular in the limit $\omega \rightarrow \infty$.
The aim of this work will be to introduce an approach overcoming the two difficulties we have just mentioned.

It is usually thought that a kinematic approximation is described by an Inönü-Wigner-Mickelsson-Niederle ${ }^{4.5}$ contraction of the Poincaré group and its unitary irreducible representations. As an example to illustrate this assertion let us note that the nonrelativistic kinematics, $|\mathbf{v}| / c$ small, and the covariance group in this region, the Galileo group, are obtained by the contraction $c \rightarrow \infty$ of the Poincaré group. In particular the rigorous link between relativistic and nonrelativistic wave functions, for free and interacting particles of arbitrary spin, has recently been established ${ }^{6}$ by the present authors using the theory of contraction of Lie groups and its representations. ${ }^{5}$ In this case the contracted group, the Galileo group, is simpler than the original group while the con-

[^30]tracted states are the nonrelativistic states and, thus, well defined.

In general an Inönü-Wigner contraction ${ }^{4}$ of a Lie group leads to a contracted group which is not isomorphic to the original group. On the other hand, representations of the original group can be contracted leading to well-defined contracted states.

Therefore, it is possible to overcome the two difficulties mentioned above by means of a contraction of the Poincare group, and we shall keep in mind this philosophy in this work, so that the final scope of it will be to introduce a welldefined contraction procedure over the Poincaré group, and its irreducible representations, implementing in a natural manner the limit $P_{3} \rightarrow \infty$ and leading to an ultrarelativistic covariance group and well-defined ultrarelativistic covariance group and well-defined ultrarelativistic states. ${ }^{7}$

Now, the consistent definition of a contraction procedure for representations requires us ${ }^{5,6}$ to find a Hilbert space where both the Poincaré and the contracted group are simultaneously realized. In other words, we need to find a complete set of commuting observables (CSCO) remaining unaltered in the limit $P_{3} \rightarrow \infty$. The search of this CSCO and the study of their properties as well as the representations of the Poincaré group in the corresponding basis of eigenstates is the main purpose of this paper.

In order to illustrate this point let us clarify why the canonical basis is not appropriate to our end. For massive particles, irreducible representations of the Poincaré group with $P^{2}>0$, the canonical basis is made up of states defined by

$$
\begin{equation*}
|\mathbf{p}, \sigma\rangle=B_{p}\left|{ }_{p}^{\circ}, \sigma\right\rangle, \tag{2}
\end{equation*}
$$

where $B_{p}$ is the pure Lorentz transformaiton connecting $\stackrel{\rho}{p}=(m, 0)$ with $\left(\omega_{i} \mathbf{p}\right)$. given explicitly by

$$
\begin{equation*}
B_{p}=\exp \left\{i t h^{-1} \frac{|\mathbf{p}|}{\mathbf{P}_{0}} \frac{1}{|\mathbf{p}|} \mathbf{p} \cdot \mathbf{k}\right\} \tag{3}
\end{equation*}
$$

The canonical states (2) are common eigenstates of the CSCO
$\left\{\mathbf{P}, S_{3}(\mathbf{p})\right\}$, where $S_{3}(\mathbf{p})$ is the third component of the canonical spin

$$
\begin{equation*}
\mathbf{S}(\mathbf{p})=B_{p} \mathbf{J} B_{p}^{-1} \tag{4}
\end{equation*}
$$

An arbitrary state $|\phi\rangle$ can be expanded in terms of the canonical basis (2) as

$$
\begin{equation*}
|\phi\rangle=\sum_{\sigma} \int \frac{d^{3} p}{\omega} \phi(\mathbf{p}, \sigma)|\mathbf{p}, \sigma\rangle \tag{5}
\end{equation*}
$$

in such a way that its projection over an element of the canonical basis gives the Wigner function

$$
\begin{equation*}
\phi(\mathbf{p}, \sigma)=\langle\mathbf{p}, \sigma \mid \phi\rangle . \tag{6}
\end{equation*}
$$

However the space of Wigner functions $\phi(\mathbf{p}, \sigma)$, that is the canonical basis $\langle\mathbf{p}, \sigma\rangle$, is not appropriate to describe the high momentum limit because these functions, or states, are not well defined in the limit $p_{3} \rightarrow \infty$.

Thus the problem to be solved is three-fold:
(i) To obtain a CSCO unaltered in the infinite momentum limit;
(ii) to obtain the common eigenstates of the CSCO and to project over them the state space;
(iii) to study the representation of the Poincare group over the Hilbert space subtended by the new states.
In Sec. 2 we shall show that the suitable CSCO for spin zero representations is $\left\{P_{i}, K_{3}\right\}(i=1,2\}$ while for nonzero spin representations we shall choose to add, as fourth operator, the third component of the null plane spin $\mathscr{T}_{3}$. In the following of this introduction, we shall briefly review the main features of the null plane basis which will be often used throughout this paper.

In the null plane basis the Poincaré generators are divided into two classes ${ }^{8}$ :
(a) The kinematical generators

$$
\begin{align*}
& E_{1}=\frac{1}{2}\left(K_{1}+J_{2}\right), \quad E_{2}=\frac{1}{2}\left(K_{2}-J_{1}\right), \\
& P_{+}=\frac{1}{2}\left(P_{0}+P_{3}\right), \quad K_{3}, J_{3}, P_{1}, P_{2} \tag{7a}
\end{align*}
$$

leaving invariant the null plane initial surface $x^{-}=\frac{1}{2}\left(x_{0}-x^{3}\right)=0$ : generating the stability group of the null plane considered as initial surface;
(b) the dynamical generators

$$
\begin{equation*}
P_{-}=P_{0}-P_{3}, \quad F_{1}=K_{1}-J_{2}, F_{2}=K_{2}+J_{1} \tag{7b}
\end{equation*}
$$

which do not belong to the stability group $\left(P_{\ldots}\right.$ translates the null plane while $F_{1}$ and $F_{2}$ rotate it around the light cone $x^{2}=0$ ), describing thus the dynamics of the system.

Basis vectors are defined as

$$
\begin{equation*}
\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle=K_{p}\left|\frac{1}{2} m, \mathbf{0}_{T}, \rho\right\rangle \tag{8}
\end{equation*}
$$

where $K_{p}$ is the Kogut and Soper boost, defined as ${ }^{9}$

$$
\begin{equation*}
K_{p}=\exp \left\{-i \frac{\mathbf{P}_{T}}{P_{+}} \mathbf{E}_{T}\right\} \exp \left\{-i \ln \frac{2 P_{+}}{m} K_{3}\right\} \tag{9}
\end{equation*}
$$

The null plane states (8) are common eigenstates of the $\operatorname{CSCO}\left\{P_{+}, P_{1}, P_{2}, \mathscr{T}_{3}\right\}$, where $\mathscr{T}_{3}$ is a Casimir operator of the stability group of the null plane, given by

$$
\begin{equation*}
\mathscr{T}_{3}=J_{3}+\frac{E_{1} p_{2}-E_{2} p_{1}}{P_{+}} \tag{10}
\end{equation*}
$$

which is the third component of the null plane spin, defined by

$$
\begin{equation*}
\mathscr{T}=K_{p} \mathbf{J} K_{p}^{-1} \tag{11}
\end{equation*}
$$

The choice (8) for the basis vectors fixes the representation of the Poincaré generators (7) as

$$
\begin{align*}
& K_{3}\left|p_{+}, \mathbf{p}_{1}, \rho\right\rangle= i p_{+} \frac{\partial}{\partial p_{+}}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle, \\
& J_{3}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle= {\left[i\left(p_{1} \frac{\partial}{\partial p_{2}}-p_{2} \frac{\partial}{\partial p_{1}}\right)+\mathscr{F}_{3}\right]\left|p_{+}, p_{i}, \rho\right\rangle, } \\
& P_{+}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle= p_{+}\left|p_{+}, p_{r}, \rho\right\rangle ; \\
& P_{-}\left|p_{+}, p_{T}, \rho\right\rangle= \frac{m_{T}^{2}}{2 p_{+}}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle, \\
& m_{T}^{2}=p_{T}^{2}+m^{2},  \tag{12}\\
& P_{i}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle= p_{i}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle(i=1,2), \\
& E_{i}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle= i p_{+} \frac{\partial}{\partial p_{i}}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle, \\
& F_{i}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle= {\left[i p_{i} \frac{\partial}{\partial p_{+}}+i \frac{m_{T}^{2}}{2 p_{+}} \frac{\partial}{\partial p_{i}}\right.} \\
&\left.-\epsilon_{i j}\left(\frac{p_{i}}{p_{+}} \mathscr{T}_{3}+\frac{m}{p_{+}} \mathscr{T}_{i}\right)\right]\left|p_{+}, p_{T}, \rho\right\rangle,
\end{align*}
$$

where $\mathscr{T}$ are the $(2 j+1)$-dimensional matrix representation of the $\mathrm{SU}(2)$ algebra acting on the index $\rho$.

It goes without saying that the null plane basis is not appropriate to perform the high momentum limit for the same reasons applied above to the canonical basis. However the prominent role played by the null plane basis lies in the fact, as we shall see later in this paper, that the appropriate-new-basis is related to it by a Mellin transform.

## II. STATES AND WAVEFUNCTIONS IN THE $K_{3}$-basis

In this section we shall develop points (i) and (ii) of the program presented in Sec. 1.

First of all we shall obtain a CSCO which is not altered by the infinite momentum limit. We shall begin with the simple case of spinless particles whose physical degrees of freedom are described, in the null plane basis, by the CSCO $\left\{P_{+}, P_{i}\right\}$. Obviously, as we have mentioned in the introduction, this set of operators is not appropriate to describe the high-energy limit $p_{+} \rightarrow \infty$.

Therefore, we must replace the operator $p_{+}$by another one, commuting with $p_{i}$ and having a finite, smooth limit as $p_{+} \rightarrow \infty$. Then if we choose this operator belonging to the Poincaré algebra, we are led, in an unambiguous way, to the pure Lorentz transformation along the third axis $K_{3}$. In short, for spin zero representations the new $\operatorname{CSCO}$ we get is $\left\{K_{3}, P_{i}\right\}$.

In the more general, arbitrary spin, case we must complete the set $\left\{K_{3}, P_{i}\right\}$ with another operator, describing the spin degrees of freedom and commuting with $\left\{K_{3}, P_{i}\right\}$. The simplest choice ${ }^{10}$ is to take, as fourth operator, the third component of the null plane spin $\mathscr{T}_{3}$, Eq. (10).

The common eigenstates of the CSCO, $\left\{K_{3}, \mathscr{J}_{3}, p_{i}\right\}$, will be denoted by $\left|\lambda_{1} p_{r}, \rho\right\rangle$, the eigenvalue corresponding to the operator $K_{3}$ and, thus, satisfying the equation

$$
\begin{equation*}
K_{3}\left|\lambda, \mathbf{p}_{T}, \rho\right\rangle=\lambda\left|\lambda, \mathbf{p}_{T}, \rho\right\rangle \tag{13}
\end{equation*}
$$

The basis of states $\left|\lambda, p_{T}, \rho\right\rangle$ will be called, hereafter, the
$K_{3}$ basis.
The relationship between $K_{3}$ and null plane states can be shown, from the action of $K_{3}$ over the null plane states, Eq. (12), and the defining property of $K_{3}$-states, Eq. (13), as

$$
\begin{equation*}
\left|\lambda, \mathbf{p}_{T}, \rho\right\rangle=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{d p_{+}}{p_{+}}\left(\frac{p_{+}}{\kappa}\right)^{-i \lambda}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle \tag{14a}
\end{equation*}
$$

so that the $K_{3}$-basis is nothing else than the Mellin transformation ${ }^{11}$ of the null plane basis. In Eq. (14) we have been led to introduce, for dimensional reasons, the constant $K$ with dimensions of momentum. We shall see later that this dimensional constant, which appears in a natural way when we change the basis, is able to implement the limit $p_{+} \rightarrow \infty$, through the redefinition $P_{+}=\kappa \eta$ and the limit $K \rightarrow \infty$. In this way $K$ is only a scale for momenta so that it plays the same role as $C$ did in the nonrelativistic limit which, we "emember, was implemented through the limit $C \rightarrow \infty$. We shall come back to this point in the following section.

The inverse Mellin transformation of (14) is given explicitly by

$$
\begin{equation*}
\left|p_{+}, p_{T}, \rho\right\rangle=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d \lambda\left(p_{+} / \kappa\right)^{+i \lambda}\left|\lambda, \mathbf{p}_{T}, \rho\right\rangle \tag{14b}
\end{equation*}
$$

Using the orthogonality of the null plane basis

$$
\begin{equation*}
\left\langle p_{+}, \mathbf{p}_{T}, \rho \mid p_{+}^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right\rangle=p_{+} \delta\left(p_{+}-p_{+}^{\prime} \mid \delta^{(2)}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\rho \rho^{\prime}}\right. \tag{15a}
\end{equation*}
$$

we get the orthogonality relations for the $K_{3}$-basis

$$
\begin{equation*}
\left\langle\lambda, \mathbf{p}_{T}, \rho \mid \lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right\rangle=\delta\left(\lambda-\lambda^{\prime}\right) \delta^{(2)}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\rho \rho^{\prime}}, \tag{15b}
\end{equation*}
$$

while the projection of the $K_{3}$-basis over the null plane basis is given by

$$
\begin{equation*}
\left\langle p_{+}, \mathbf{p}_{T}, \rho \mid \lambda, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right\rangle=\frac{1}{\sqrt{2 \pi}}\left(\frac{p_{+}}{\kappa}\right)^{-i \lambda} \delta^{(2)}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\rho \rho^{\prime}} \tag{16}
\end{equation*}
$$

The completeness relations of the null plane basis

$$
\begin{equation*}
\mathbb{1}=\sum_{\rho} \int \frac{d p_{+}}{p_{+}} d^{2} p_{T}\left|p_{+}, \mathbf{p}_{T}, \rho\right\rangle\left\langle p_{+}, \mathbf{p}_{T}, \rho\right| \tag{17a}
\end{equation*}
$$

translates into the completeness relation of the $K_{3}$-basis as

$$
\begin{equation*}
\mathbf{1}=\boldsymbol{\Sigma}_{\rho} \int d \lambda d^{2} p_{T}\left|\lambda, \mathbf{p}_{T}, \rho\right\rangle\left\langle\lambda, \mathbf{p}_{T}, \rho\right| \tag{17b}
\end{equation*}
$$

We can alternatively use the language of wavefunctions. Let $\phi\left(p_{+}, p_{T}, \sigma\right)$ be the null plane wavefunction, or projection of the state $|\phi\rangle$ over the null plane state $\left\langle p_{+}, p_{T}, \sigma\right\rangle$

$$
\begin{equation*}
\phi\left(p_{+}, \mathbf{p}_{T}, \sigma\right)=\left\langle p_{+}, \mathbf{p}_{T}, \sigma \mid \phi\right\rangle \tag{18a}
\end{equation*}
$$

We define the corresponding $K_{3}$-function as the projection

$$
\begin{equation*}
\phi\left(\lambda, \mathbf{p}_{T}, \sigma\right)=\left\langle\lambda, \mathbf{p}_{T}, \sigma \mid \phi\right\rangle \tag{18b}
\end{equation*}
$$

The relations between null plane and $K_{3}$-functions are obtained from

$$
\begin{equation*}
\phi\left(\lambda, \mathbf{p}_{T}, \rho\right)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{d p_{+}}{p_{+}}\left(\frac{p_{+}}{\kappa}\right)^{i \lambda} \phi\left(p_{+}, \mathbf{p}_{T}, \rho\right) \tag{19a}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi\left(p_{+}, \mathbf{p}_{T}, \rho\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d \lambda\left(p_{1} / \kappa\right)^{-i \lambda} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right) \tag{19b}
\end{equation*}
$$

The scalar product over null plane functions

$$
\begin{equation*}
\left(\phi_{1}, \phi_{2}\right)=\sum_{\rho} \int_{0}^{\infty} \frac{d p_{+}}{p_{+}} \phi_{1}^{*}\left(p_{+}, \mathbf{p}_{T}, \sigma\right) \phi_{2}\left(p_{+}, \mathbf{p}_{T}, \sigma\right) \tag{20a}
\end{equation*}
$$

translates into the following scalar product for $K_{3}$-functions:

$$
\begin{equation*}
\left(\phi_{1}, \phi_{2}\right)=\sum_{\rho} \int d \lambda d^{2} p_{T} \phi_{1}^{*}\left(\lambda, \mathbf{p}_{T}, \sigma\right) \phi_{2}\left(\lambda, \mathbf{p}_{T}, \sigma\right) \tag{20b}
\end{equation*}
$$

Let us finally remark that convergence properties of null plane functions translate into analyticity properties of $K_{3}-$ functions in the complex $\lambda$-plane. For instance, if the space of null plane functions is restricted to functions of finite norm, or square integrable functions,

$$
\begin{equation*}
\|\phi\|^{2}=\int_{0}^{\infty} \frac{d p_{+}}{p_{+}} d^{2} p_{T} \sum_{\sigma}\left|\phi\left(p_{+}, \mathbf{p}_{T}, \sigma\right)\right|^{2}<\infty \tag{21a}
\end{equation*}
$$

as was implicitly supposed throughout this section, then the corresponding $K_{3}$-functions are analytic in the complex $\lambda$ plane, on an infinitesimal strip around the real axis, defined by (14)

$$
\begin{align*}
& |\operatorname{Im} \lambda|<\epsilon, \quad(\epsilon>0)  \tag{21b}\\
& -\infty<\operatorname{Re} \lambda<\infty
\end{align*}
$$

so that the inverse Mellin transformation (19b) makes sense when the integration contour $C$ is taken along the real axis, as was initially assumed.

Stronger convergence properties, or a more restricted space of null plane states, translate into analyticity properties on wider strips for $K_{3}$-functions, as we shall see in the following section. In fact there is a one-to-one correspondence between convergence properties of $\phi\left(p_{+}, \mathbf{p}_{T}, \rho\right)$ and domains of analyticity, in the complex $\lambda$-plane, of $\phi\left(p_{+}, \mathbf{p}_{T}, \rho\right)$.

## III. REPRESENTATIONS OF THE POINCARÉ GROUP IN THE $K_{3}$-BASIS

In this section we shall develop point (iii) of Sec. I and compute the representation of infinitesinal and finite elements of the Poincaré group over the $K_{3}$-basis.

## A. Representation of algebra generators

The representation of the algebra generators over the $K_{3}$-functions, ( 18 b ), is easily obtained from the action of Poincaré generators over null plane states, (12), and the relations, (14) and (19), between $K_{3}$ and null plane states and functions.

Let us denote the action of the generator $O$ over $K_{3}-$ functions by the same symbol $O$. We get the following representation:

$$
\begin{align*}
K_{3} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & \lambda \phi\left(\lambda, \mathbf{p}_{T}, \rho\right), \\
J_{3} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & {\left[i\left(p_{1} \frac{\partial}{\partial p_{2}}-p_{2} \frac{\partial}{\partial p_{i}}\right)+\mathscr{T}_{3}\right] \phi\left(\lambda, \mathbf{p}_{T}, \rho\right), } \\
P_{+} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & K \phi\left(\lambda-i, \mathbf{p}_{T}, \rho\right), \\
P_{i} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & p_{i} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right), \\
P_{-} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & \left(m_{T}^{2} / 2 K\right) \phi\left(\lambda+i, \mathbf{p}_{T}, \rho\right), \\
E_{i} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & i K \frac{\partial}{\partial p_{i}} \phi\left(\lambda-i, \mathbf{p}_{T}, \rho\right), \\
F_{i} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right)= & \frac{1}{K}\left[(\lambda+i)+i \frac{m_{T}^{2}}{2} \frac{\partial}{\partial p_{i}}\right. \\
& \left.-\epsilon_{i j}\left(p_{j} \mathscr{T}_{3}+m \mathscr{T}_{j}\right)\right] \phi\left(\lambda+i, \mathbf{p}_{T}, \rho\right) . \tag{22}
\end{align*}
$$

Thus in the representation (22) of the infinitesimal generators of the Poincare group we can already see the two main virtues we had required for a representation to be appropriate to describe ultrarelativistic situations:
(i) In the $K_{3}$-representation, unlike in the canonical or null plane representations, there appears explicitly a parameter $K$ making it possible to implement the limit $p_{+} \rightarrow \infty$ by means of the dimensional contraction $\kappa \rightarrow \infty$. In this way the $K_{3}$-representation plays, with respect to the infinite momentum limit, the same role that the canonical representation, where the parameter $C$ appears explicitly, ${ }^{6}$ plays in the nonrelativistic limit
(ii) We shall take the view that the $K_{3}$-functions do not depend on the parameter $K$, thus being well defined in the infinite momentum limit. Accordingly the canonical and null plane wavefunctions do depend on $K$ (Eq. 19b).

## B. Equations for matrix elements of group operators

In this section we shall compute the equations satisfied by the matrix elements, between $K_{3}$-states, of group elements $\exp (i a A)$ of the Poincaré group, where $A$ is some generator of the Lie algebra and $a$ the corresponding parameter. We shall denote these matrix elements by

$$
\begin{equation*}
\psi_{a, \lambda^{\prime}, p_{n}^{\prime} \rho}^{(1)} \cdot\left(\lambda, p_{T}, \rho\right) \equiv\left\langle\lambda, p_{T} \rho\right| e^{i a A}\left|\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right\rangle \tag{23}
\end{equation*}
$$

As we shall see, the fact that we are taking states diagonal in $K_{3}$ will enable us to compute the matrix elements (23). The boost $K_{3}$ plays a very singular role in the null plane decomposition of the Poincaré algebra. Any operator $A$ obeying

$$
\begin{equation*}
\left[K_{3}, A\right]=i \gamma A \tag{24}
\end{equation*}
$$

is referred to as an operator of goodness $\gamma^{8}$ Thus the Poincaré generators can be classified according to (24): $P_{+}, E_{i}$ are "good" generators $(\gamma=+1) ; K_{3}, J_{3}, P_{i}$ are "bad"generators $(\gamma=0)$ and $p_{-}, F_{i}$ are "terrible" generators $(\gamma=1)$.

Equation (24) can be generalized to

$$
\begin{equation*}
\left[K_{3}, A^{n}\right]=\operatorname{in} \gamma A^{n} \tag{25}
\end{equation*}
$$

so that we get the following operatorial identity:

$$
\begin{equation*}
\left(K_{3}+\gamma a A\right) \exp (i a A)=\exp (i a A) K_{3}, \tag{26}
\end{equation*}
$$

from which, by taking expectation values between $K_{3}$-states, we immediately obtain

$$
\begin{align*}
& \left(\lambda^{\prime}-\lambda\right) \psi_{a, \lambda, p_{T}, \rho}^{(A)}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) \\
& \quad=-\gamma a\left\langle\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right| A \exp (i a A)\left|\lambda, \mathbf{p}_{T} \rho\right\rangle \tag{27}
\end{align*}
$$

The $a$-dependence of the function $\psi^{(A)}$ can be factorized, writing Eq. (27) as

$$
\begin{equation*}
\left\{\left(\lambda^{\prime}-\lambda\right)-i \gamma a \frac{\partial}{\partial a}\right\} \psi_{a, \lambda, p_{T} \rho}^{(A)}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right)=0 \tag{28}
\end{equation*}
$$

so that we can cast the general solution of (28) as

$$
\begin{equation*}
\psi_{a, \lambda, p_{n} p}^{(A)}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)=a^{-i p\left(\lambda^{\prime}-\lambda\right)} \phi_{\lambda, p_{p} \rho}^{(A)}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) . \tag{29}
\end{equation*}
$$

The equation satisfied by $\phi^{(A)}$ depends on the particular representation of the generator $A$, given by (22), and the different cases will be studied in the following section.

A general property satisfied by the function $\psi^{(A)}$ is

$$
\begin{equation*}
\psi_{a, \lambda, p_{p}, \rho}^{(A) *}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right)=\psi_{-a, \lambda, p_{0}, \rho}^{(A)}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right), \tag{30}
\end{equation*}
$$

which comes from the very definition (23) and the Hermiticity of $A$. This property will be widely used.

## C. Representation of finite group elements

The aim of this section is to compute the action of finite group elements $\exp (i a A)$ over $K_{3}$-functions $\phi\left(\lambda, p_{T}, \rho\right)$ as given by

$$
\begin{equation*}
\left[e^{i a \epsilon} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\left\langle\lambda, \mathbf{p}_{T}, \rho\right| e^{i \alpha A}|\phi\rangle . \tag{31}
\end{equation*}
$$

This action can be written in two ways:
(i) Series representation, obtained by expanding the exponential in a power series as

$$
\begin{equation*}
\left[e^{i a A} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\sum_{n=0}^{\infty} \frac{(i a)^{n}}{n!} A^{n} \phi\left(\lambda, \mathbf{p}_{T}, \rho\right), \tag{32a}
\end{equation*}
$$

where the action of $A^{n}$ over $\phi$ is known from the iteration of Eq. (22).

Let us remark that if we want the series (32a) to make sense we must require, over the space of functions, stronger conditions than those postulated in (21a) and (21b) for square integrable functions. In particular, if we restict ourselves to the subspace of square integrable functions such that the expectation value of $p_{+}^{n}$ is finite,

$$
\begin{equation*}
\langle\phi| P^{n}+|\phi\rangle<\infty \quad(n=0,1,2, \ldots\rangle, \tag{33a}
\end{equation*}
$$

then the space of $K_{3}$-functions $\phi\left(\lambda, p_{T}, \rho\right)$ is restricted to analytic ones, in the complex $\lambda$-plane, on the finite strip defined by (15)

$$
\begin{equation*}
-\infty<\operatorname{Re} \lambda<\infty ; \quad-n / 2-\epsilon<\operatorname{Im} \lambda<\epsilon . \tag{33b}
\end{equation*}
$$

Similarly, if the space of square integrable functions is restricted to functions with finite expectation value of $p_{+}^{-n}$

$$
\begin{equation*}
\langle\phi| P_{+}^{-n}|\phi\rangle<-\infty \quad(n=0,1,2, \ldots), \tag{34a}
\end{equation*}
$$

then the $K_{3}$-functions must be analytic on the strip (15)

$$
\begin{equation*}
-\infty<\operatorname{Re} \lambda<\infty ; \quad-\epsilon<\operatorname{Im} \lambda<n / 2+\epsilon \tag{34b}
\end{equation*}
$$

(iii) Integral representation, obtained inserting the completeness relation (17b) into (3.1), as

$$
\begin{align*}
& {\left[e^{i a A} \phi\right]\left(\lambda, p_{T}, \rho\right)} \\
& \quad=\sum_{\rho^{\prime}} \int d l^{\prime} d^{2} \mathbf{p}_{T}^{\prime} \psi_{a, \lambda ; \mathbf{p}_{x}^{\prime}, \rho^{\prime}}^{(\mathcal{A})}\left(\lambda, \mathbf{p}_{T}, \rho\right) \phi\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) \tag{32b}
\end{align*}
$$

where the function $\psi^{(A)}$ is given by (23). The integral representation is more general than the series representation because we only require the function $\phi$ to be square integrable, or analytic along the real axis, as in (21b).

It goes without saying that both representations must coincide in the cases where the series representation makes sense.

In the remainder of this section we shall compute the (general) integral representation (32b) for the finite elements of the Poincare group and prove the coincidence with the series representation. Because finite elments are obtained by exponentiation of Lie algebra generators, $\exp (i a A)$ with $A \in\left\{P_{ \pm}, J_{3}, K_{3}, P_{i}, E_{i}, F_{i}\right\}$, we can divide the calculation according to the different algebra generators. We shall proceed by grouping the generators which share similar features, goodness zero generators, $\left\{P_{+}, P_{-}\right\},\left\{E_{i}\right\}$, and $\left\{F_{i}\right\}$.

## 1. Goodness zero generators

Goodness zero generators $K_{3}, J_{3}, p_{i}$, are represented over $K_{3}$-functions in a local way. Verification of the following equations is immediate:

$$
\begin{align*}
& {\left[e^{i \alpha_{,} P_{i}} \phi\right]\left(\lambda, p_{T}, \rho\right)=e^{i a_{j} p_{i}} \phi\left(\lambda, p_{T}, \rho\right),} \\
& {\left[e^{i \alpha, J_{1}} \phi\right]\left(\lambda, p_{T}, \rho\right)=e^{i \alpha_{1}\left\{\left[\mid p_{1} \partial / \partial p_{2}-p_{2} \partial / \partial p_{2}\right)+\rho\right]} \phi\left(\lambda, p_{T}, \rho\right]} \\
& =e^{i \alpha \omega_{\rho}} \phi\left(\lambda, R^{-1} p_{T}, \rho\right),  \tag{35}\\
& {\left[e^{i B_{3} K_{3}} \phi\right]\left(\lambda, p_{T}, \rho\right)=e^{i \beta_{3} \lambda_{2}} \phi\left(\lambda, p_{T}, \rho\right) .}
\end{align*}
$$

## 2. The generators $P_{+}$and $P_{-}$

Using the general Eqs. (27) and (29) for $A=P_{+}$together with the action of $P_{+}$over the $K_{3}$-basis we get the following functional equation for $\phi^{(P .)}$, (hereafter we shall omit the superscript $(A)$ of the functions $\psi^{(.4)}$ and $\phi^{(A)}$ when there is no danger of confusion):

$$
\begin{equation*}
\left.\left(\lambda^{\prime}-\lambda\right) \phi_{\lambda, P_{r}, \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)+K \phi_{\lambda, p_{r}, \rho}\left(\lambda^{\prime}-i\right) \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)=0 . \tag{36}
\end{equation*}
$$

The solution of the functional equation (36) together with the general property ( 30 ) gives the function

$$
\begin{align*}
\psi_{a, \lambda, p_{,} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)= & -\frac{1}{2 \pi i} \Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right) \\
& \times\left(-i a_{-} \kappa\right)^{-i\left(\lambda^{\prime}-\lambda\right)} \delta^{( } 2^{\prime}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\rho \rho^{\prime}} \tag{37}
\end{align*}
$$

and the integral representation

$$
\begin{align*}
{\left[e^{i a P^{\prime}} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=} & -\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d \lambda^{\prime} \Gamma\left(i\left(\lambda-\lambda^{\prime}\right)\right. \\
& \times\left(-i a_{-} \kappa\right)^{i\left(\lambda^{\prime}-\lambda\right)} \phi\left(\lambda^{\prime}, \mathbf{p}_{T}, \rho\right) \tag{38a}
\end{align*}
$$

The series representation $\Sigma^{(i a \mu} \mu n / n!p_{+}^{n}$ acting over $K_{3}$-functions makes sense only for states such that $\left\langle\rho_{+}^{n}\right\rangle<\infty$, for any $n \geqslant 0$, so that the functions $\phi\left(\lambda, p_{T}, \rho\right)$ are restricted to be analytic in the lower half-plane $\operatorname{Im} \lambda<\epsilon$ in agreement with (33b). Under these conditions of analyticity we can write

$$
\begin{equation*}
\left[e^{i a P} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\sum_{n=0}^{\infty} \frac{\left(i a_{-} \kappa\right)^{n}}{n!} \phi\left(\lambda-i n, \mathbf{p}_{T}, \rho\right) \tag{38b}
\end{equation*}
$$

The integrand of (38a) has a singularity at $\lambda^{\prime}=\lambda$, due to the $\Gamma$ function, so that the contour of integration in (38a) must be understood as going from $-\infty$ to $+\infty$ along the real axis, but avoiding the pole at $\lambda^{\prime}=\lambda$ by means of a small semicircle, of radius $\delta<\epsilon$, in the upper half-plane. This distortion is possible because the function of ( $38 \mathbf{a}$ ), $\phi\left(\lambda^{\prime}, \mathbf{p}_{T}, \rho\right)$, is supposed to be analytic on the strip $\left|\operatorname{Im} \lambda^{\prime}\right|<\epsilon$. Furthermore, if
the function $\phi\left(\lambda^{\prime}, \mathbf{p}_{T}, \rho\right)$ is also analytic on the lower halfplane, $\operatorname{Im} \lambda^{\prime}<\epsilon$, the only singularities of the integrand of (38a) are the poles of $\Gamma\left(i\left(\lambda-\lambda^{\prime}\right)\right)$, at $\lambda^{\prime}=\lambda-$ in ( $n=0,1,2, \ldots$ ) with residues $(-1)^{n} / n$ !, and we may displace the contour of integration downwards, to "minus infinity", and parallel to the real axis. The integral over the displaced contour will vanish while a series of contributions is obtained from the poles of the $\Gamma$ function which has been crossed over. This series reproduces exactly the series representation ( 38 b ), as was required. In fact, the normalization factor $-1 / 2 \pi i$ was chosen in (37) so as to cancel the factor $-2 \pi i$ from the Cauchy theorem.

A straightforward application of the methods just described enables us to compute $\exp \left\{i a_{+} p_{-}\right\} \phi$ with some modifications which will be pointed out. The series representation
$\left[e^{i a, \rho} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\sum_{n=0}^{\infty}\left[\frac{i a_{+} m_{T}^{2}}{2 \kappa}\right]^{n} \frac{1}{n!} \phi\left(\lambda+i n, \mathbf{p}_{T}, \rho\right)$
requires the function $\phi\left(\lambda^{\prime}, p_{T}, \rho\right)$ to be analytic in the upper half-plane $\operatorname{Im} \lambda>-\epsilon$, in agreement with (34b).

The integral representation can be written as

$$
\begin{align*}
{\left[e^{i a, p} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=} & \frac{1}{2 \pi i} \int_{-\infty}^{\infty} d l^{\prime} \Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right) \\
& \times\left(\frac{-a_{+} m_{T}^{2}}{2 \kappa}\right)^{i\left(\lambda-i^{\prime}\right)} \phi\left(\lambda^{\prime}, \mathbf{p}_{T}, \rho\right), \tag{39b}
\end{align*}
$$

where the contour of integration avoids the pole $\lambda^{\prime}=\lambda$ of the $\Gamma$ function by a small semicircle in the lower half-plane. Again, if $\phi$ is analytic in the upper half-plane, we may displace the contour of integration upwards, and the series of contributions from the poles of $\Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right)$ at $\lambda^{\prime}=\lambda+i n$ which are crossed over reproduces the series representation (39a).

## 3. The generators $F_{i}$

Using the action of the generators $E_{i}$ over $K_{3}$-functions, Eq. (22), the series representation for $\exp \left\{i \alpha_{i} E_{i}\right\} \phi$ can be evaluated as

$$
\begin{equation*}
\left[e^{i \alpha_{1} E_{i}} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\sum_{n=0}^{\infty} \frac{\left(i \alpha_{i}\right)^{n}}{n!}\left(i k \frac{\partial}{\partial p_{i}}\right)^{n} \phi\left(\lambda-n i, \mathbf{p}_{T}, \rho\right) \tag{40a}
\end{equation*}
$$

where the function $\phi$ is supposed to be analytic in the lower half-plane $\operatorname{Im} \lambda<\epsilon$.

In order to compute the general integral representation (32b) let us first evaluate the matrix elements (23), satisfying Eqs. (27)-(29). Using (12) we can see that the function $\phi$, Eq. (29), satisfies the following differentiofunctional equation:

$$
\begin{equation*}
\left(\lambda^{\prime}-\lambda\right) \phi_{\lambda, p, p}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right)+i \kappa \frac{\partial}{\partial p_{i}} \phi_{\lambda, p_{i}, \rho}\left(\lambda^{\prime}-i, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) \tag{41}
\end{equation*}
$$

whose solution depends on a parameter $b$ with dimensions of (momentum) ${ }^{-1}$ as
$\Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right)(-i \kappa b)^{-i\left(\lambda^{\prime}-\lambda\right)} e^{i b\left(\boldsymbol{p}^{\prime}-p^{\prime}\right)} \delta\left(p_{j}^{\prime}-p_{j}\right) \delta_{\rho \rho^{\prime}}$.
In (42) we use the convention $j=2$ for $i=1$, and $j=1$ for
$i=2$, and the general condition (30) has already been taken into account. Any function (42) with any value of $b$, is a solution of (41) so that the general solution of (41) must be given by a linear combination of functions (42). The physical significance of $b$ is the impact parameter conjugate to the transverse momentum $p_{i}$. Because we are representing the Poincaré group over functions $\phi\left(\lambda, p_{T}, \rho\right)$ of well-defined transverse momentum, the action of the group cannot depend on the impact parameter, by the Heisenberg uncertainty principle, and we must integrate the function (42) over $b$. On the other hand, the measure of integration $d b$ restores the dimensionality, (momentum) ${ }^{-2}$, which the functions $\phi_{\lambda_{p_{r} \rho}}\left(\lambda^{\prime} \mathbf{p}_{T}^{\prime} \rho^{\prime}\right)$ must exhibit, as can be seen from (15b).

In this way the matrix element function can be written as

$$
\begin{align*}
& \psi_{\left(c i, \lambda, p_{i}, \rho\right.}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) \\
&=-\frac{1}{4 \pi^{2} i} \Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right)\left(-i \alpha_{i}\right)^{-i\left(\lambda^{\prime}-\lambda\right)} \\
& \times \delta\left(p_{j}^{\prime}-p_{j}\right) \delta_{\rho \rho^{\prime}} I\left(\lambda^{\prime}-\lambda\right), \tag{43}
\end{align*}
$$

where the function $I$ is given by the Fourier transform
$I\left(\lambda^{\prime}-\lambda\right)=\int_{-\infty}^{\infty} d b(\kappa b)^{-i\left(\lambda^{\prime}-\lambda\right)} e^{i b\left(p_{i}^{\prime}-p_{i}\right)}$,
and the integral (44) can be evaluated as follows, ${ }^{12}$ see Eq. (A27):

$$
\begin{align*}
& I=\frac{i}{\kappa} e^{n / 2\left(\lambda^{\prime}-\lambda\right)} \Gamma\left(-i\left(\lambda^{\prime}-\lambda\right)+1\right) \\
& \times\left\{\left(\frac{p_{i}^{\prime}-p_{i}}{\kappa}+i o\right)^{i\left(\lambda^{\prime}-\lambda\right)-1}-\left(\frac{p_{i}^{\prime}-p_{i}}{\kappa}-i o\right)^{i\left(\lambda^{\prime}-\lambda i-1\right.}\right\} \tag{45a}
\end{align*}
$$

for $-i\left(\lambda^{\prime}-\lambda\right) \neq-n(n=1,2, \ldots)$, while
$I=i^{n} \frac{\pi}{(n-1)!} \operatorname{sign}\left(\frac{p_{i}^{\prime}-p_{i}}{\kappa}\right)\left(\frac{p_{i}^{\prime}-p_{i}}{\kappa}\right)^{n-1}$
for $-i\left(\lambda^{\prime}-\lambda\right)=-n$. The functions $x \pm$ io must be understood in the sense of generalized functions. ${ }^{12}$

Thus we can explicitly cast the integral representation of $\exp \left\{i \alpha_{i} E_{i}\right\}$ into the following form:

$$
\begin{equation*}
\left[e^{i \alpha \alpha_{i}} \phi\right]\left(\lambda, p_{T}, \rho\right)=\int d \lambda^{\prime} d p_{i}^{\prime} \psi_{\alpha_{i}, \lambda^{\prime}, p_{i}^{\prime}}\left(\lambda, p_{i}\right) \phi\left(\lambda^{\prime}, p_{i}^{\prime}, p_{j}, \rho\right) \tag{40b}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{r, \lambda^{\prime} \cdot p_{i}^{\prime}}\left(\lambda, p_{i}^{\prime}\right)= & -\frac{1}{2}\left(-i \alpha_{i} \kappa\right)^{i\left(\lambda^{\prime}-\lambda^{\prime}\right)} e^{(\pi / 2)\left(\lambda-\lambda^{\prime}\right)} \\
& \times \frac{1}{\sin \pi\left[i\left(\lambda-\lambda^{\prime}\right)\right]} \\
& \times\left(\left(p_{i}-p_{i}^{\prime}+i o\right)^{i\left(\lambda-\lambda^{\prime}\right)-1}\right. \\
& -\left(p_{i}-p_{i}^{\prime}-i o\right)^{i\left(\lambda-\lambda^{\prime}\right)-1} \tag{46a}
\end{align*}
$$

if $i\left(\lambda^{\prime}-\lambda\right) \neq-1,2, \ldots$, and

$$
\begin{equation*}
\psi_{\alpha_{1}, \lambda+i n, p_{i}}\left(\lambda, p_{i}\right)=\frac{1}{(2 \pi)^{2}} i\left(\alpha_{i}\right)^{-n}\left(\frac{p_{i}-p_{i}^{\prime}}{\kappa}\right)^{n-1} \tag{46b}
\end{equation*}
$$

for $-i\left(\lambda^{\prime}-\lambda\right)=-1,-2, \ldots$.
Let us remark, from (46), that the function $\psi_{\alpha_{i} \lambda^{\prime}, p_{i}}\left(\lambda, p_{i}\right)$ has poles at $\lambda^{\prime}=\lambda-i n, n=0,1,2, \ldots$. The contour of integration
of $\lambda^{\prime}$ in (40b) must be distorted so as to avoid the singularity of the integrand at $\lambda^{\prime}=\lambda$.

Using the following property ${ }^{12}$ of generalized functions:
$(x+i o)^{-n-1}-(x-i o)^{-n-1}=(-2 \pi i)\left((-1)^{n} / n!\right) \delta^{(n)}(x)$,
the residue of the function (46), at the location of the poles, can be extracted as
$\operatorname{Res} \psi_{\alpha_{i}, \lambda^{\prime}, p_{i}}\left(\lambda, p_{i}\right)=-\frac{1}{2 \pi i} \frac{\left(\alpha_{i}-\kappa\right)^{n}}{n!} \delta^{(n)}\left(p_{i}^{\prime}-p_{i}\right)$.
Hence, if the function $\phi$ is analytic in the lower half-plane, the contour of integration may be displaced downward. The only singularities of the integrand of ( 40 b ) are the poles of (46a), whose residues, Eq. (48), must be added when the poles are crossed over. The series of residues of (40b) reproduces the series representation (40a). The proof is straightforward.

## 4. THE GENERATORS $F_{i}$

In this section we will merely quote the results concerning the series representation and the integral representation of the elements $\exp \left\{i \beta_{i} F_{i}\right\}$ of the Poincaré group, acting over $K_{3}$-functions. The computational details as well as the equivalence between the representations will be relegated to the Appendix.

First of all we can put the generators $F_{i}$ into the following form:

$$
\begin{equation*}
F_{i}=e^{i \theta_{i} V_{i}}\left(\frac{1}{p_{+}} O_{i}\right) e^{-i \theta_{i} \mathscr{F}_{i}} \quad(i=1,2), \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
O_{i}=p_{i} K_{3}+i \frac{m_{T}^{2}}{2} \frac{\partial}{\partial p_{i}}-\epsilon_{i j}\left(p_{j}^{2}+m^{2}\right)^{1 / 2} \mathscr{T}_{3} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{1}=\arctan \left(m / p_{2}\right) ; \quad \theta_{2}=\arctan \left(m / p_{1}\right) \tag{51}
\end{equation*}
$$

Using the decomposition (49), the series representation over functions $\phi\left(\lambda, \mathbf{p}_{T}, \rho\right)$ analytic in the upper half-plane, $\operatorname{lm} \lambda>-\epsilon$, can be written as

$$
\begin{align*}
& {\left[e^{i \beta_{i} F_{i}} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=} \sum_{n=0}^{\infty} \frac{\left(i \beta_{i}\right)^{n}}{n!} \kappa^{-n} \\
& \times \sum_{\sigma, \rho^{\prime}} T_{\epsilon \sigma}^{(j)}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i}\left(p_{T}\right),-\delta_{i 2} \frac{\pi}{2}\right) \\
& \times\left(m_{T}^{2}\right)^{n}\left\{\frac{\lambda+n i}{m_{T}^{2}} p_{i}+\right.\left.\frac{i}{2} \frac{\partial}{\partial p_{i}}-\frac{\epsilon_{i j}\left(p_{j}^{2}+m^{2}\right)^{1 / 2}}{m_{T}^{2}} \sigma\right\}^{n} \\
& \times T_{\sigma \rho^{\prime}}^{(j)-1}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i}\left(p_{T}\right),-\delta_{i 2} \frac{\pi}{2}\right)  \tag{52a}\\
& \phi\left(\lambda+n i, p_{T}, \rho^{\prime}\right) \\
&= \sum_{n=0}^{\infty} \frac{\left(i \beta_{i}\right)^{n}}{n!} K^{-n} \sum_{\sigma, \rho^{\prime}} T_{\rho \sigma}^{(\lambda)}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i},-\delta_{i 2} \frac{\pi}{2}\right) \\
& \times \times\left\{\frac{\lambda}{m_{T}^{2}} p_{i}+\frac{i}{2} \frac{\partial}{\partial P_{i}}-\frac{\epsilon_{i j}\left(p_{j}^{2}+m^{2}\right)^{1 / 2}}{m_{T}^{2}} \sigma\right\}^{n}\left(m_{T}^{2}\right)^{n}  \tag{52b}\\
& \times T_{\sigma \rho^{\prime}}^{(j,-1}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i},-\delta_{i 2} \frac{\pi}{2}\right) \phi\left(\lambda+n_{i}, p_{T}, \rho^{\prime}\right) .
\end{align*}
$$

The mathematical steps leading from (49) to (52) can be found in the Appendix, Eqs. (A3)-(A13). In (52) the functions $T_{m n}^{(j)}$ are matrix elements for the spin $j$ irreducible representation of the rotations group, parametrized as ${ }^{13}$

$$
\begin{equation*}
R(\psi, \theta, \phi)=e^{i \phi}: e^{i \theta} 1 e^{i \phi}: \tag{53}
\end{equation*}
$$

We may express the explicit integral representation of $\exp \left\{i \beta_{i} F_{i}\right\},(i=1,2)$, as

$$
\begin{align*}
& {\left[e^{i \beta_{i} F_{F}} \phi\right]\left[\lambda, \mathbf{p}_{T}, \rho\right)} \\
& \quad=\sum_{\rho^{\prime}} \int d \lambda^{\prime} d p_{i}^{\prime} \psi_{\beta_{i} \lambda^{\prime} p_{i}^{\prime} \rho^{\prime}}\left(\lambda, \mathbf{p}_{T}, \rho\right) \phi\left(\lambda^{\prime}, p_{i}^{\prime}, p_{j}^{\prime}, \rho^{\prime}\right) \tag{54}
\end{align*}
$$

where the function $\psi_{\beta \lambda^{\prime} p_{i}^{\prime} \rho^{\prime}}\left(\lambda, \mathbf{p}_{T}, \rho\right)$ is given by

$$
\begin{align*}
& \psi_{\beta_{1} \lambda^{\prime} p_{i}^{\prime} \rho^{\prime}}\left(\lambda, p_{T}, \rho\right)=\frac{1}{4 \pi^{2} i} \sum_{\sigma} T_{\rho \sigma}^{(j)}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i},-\delta_{i 2} \frac{\pi}{2}\right) \\
& \times T_{\sigma \rho^{\prime}}^{-1(j)}\left(\delta_{i 2} \frac{\pi}{2}, \theta_{i},-\delta_{i 2} \frac{\pi}{2}\right) e^{i \lambda \ln \left(m_{T}^{2} / K^{2}\right)-i \lambda^{\prime} \ln \left(m_{T}^{\prime} / K^{2}\right)} \\
& \times e^{2 i \omega\} \arctan p_{i} / \epsilon_{i},\left(p_{i}+m^{\prime}\right)^{\prime \prime}=-\arctan p_{p^{\prime} / \epsilon_{i}\left(\mid p_{i}^{2}+m^{2}\right)^{\prime \prime 2}}} \\
& \times\left(-i \beta_{i}\right)^{-i\left(\lambda^{\prime}-\lambda\right)} \Gamma\left(i\left(\lambda^{\prime}-\lambda\right)\right) I\left(\lambda^{\prime}, \lambda\right)  \tag{55}\\
& I=\left(\frac{2}{\kappa}\right)^{i\left(\lambda^{\prime}-\lambda\right)-1} \frac{i}{\kappa} \Gamma\left(-i\left(\lambda^{\prime}-\lambda\right)+1\right) \\
& \quad \times\left(\left(p_{i}^{\prime}-p_{i}+i o\right)^{i\left(\lambda^{\prime}-\lambda\right)-1}\right. \\
& \left.\quad-\left(p_{i}^{\prime}-p_{i}-i o\right)^{i\left(\lambda^{\prime}-\lambda\right)-1}\right\} e^{\pi / 2\left(\lambda^{\prime}-\lambda\right)} \tag{56a}
\end{align*}
$$

for $i\left(\lambda^{\prime}-\lambda\right) \neq n(n=1,2, \ldots) ;$ while for $i\left(\lambda^{\prime}-\lambda\right)=n$ we have
$I(\lambda-i n)=(2 / \kappa)^{n-1} \frac{i^{n} \pi}{(n-1)!} \operatorname{sign}\left(\frac{p_{i}^{\prime}-p_{i}}{\kappa}\right)\left(p_{i}^{\prime}-p_{i}\right)^{n-1}$.
The calculations leading to the integral representation (54) are somewhat lengthy and the interested reader can find them in the Appendix, Eqs. (A14)-(A29). Let us note that the function $\psi$ defined in Eq. (55) has singularities at $\lambda^{\prime}=\lambda+$ in so that the integration contour in $\lambda^{\prime}$ in (54) must be distorted by a small semicircle in order to avoid the pole at $\lambda^{\prime}=\lambda$. If the function $\phi$ is supposed to be analytic in the upper halfplane, the integration contour in $\lambda^{\prime}$ may be displaced upward, and the series of poles at $\lambda^{\prime}=\lambda+$ in crossed over in (54) reproduces the series representation (52), as can again be found in the Appendix, Eqs. (A30)-(A32).

## IV. CONCLUSION

The aim of this paper was to obtain a representation of the Poincaré group-or equivalently a basis-where the infinite momentum limit could be implemented in a natural, well-defined, fashion. It is usually thought that the null plane basis, whose kinematical algebra leaves invariant the null plane $x^{0}=x^{3}$, is the best framework to describe highenergy situations and it has been successfully applied to parton models of high energy hadrons. ${ }^{1,2}$ Nevertheless there are some "bad" features of the null plane basis to which we wish to call attention: (a) The absence of a parameter "measuring" high momenta (this role is played by $C$ in the nonrelativistic limit). (b) As a consequence, the only way of implementing the infinite momentum limit is through an inner automorphism, or infinite momentum frame, so that, as pointed out by Bacry and Chang, ${ }^{3}$ the contracted group is isomorphic to
the Poincaré group, and no mathematical simplification is obtained. (c) The null-plane states are ill-defined in the infinite momentum limit, and a complete description of infinite momentum states would need to include those with infinite mass ${ }^{3}$ (gigamomenta).

In this paper we have proposed the following CSCO: $\left\{\mathbf{p}_{T}, K_{3}, \mathscr{T}_{3}\right\}$, where $\mathscr{T}_{3}$ is the third component of the null plane spin. Let us briefly review the main features of the representation of the Poincaré group over the new basis, called the $K_{3}$-basis:
a) The spin operator is the same as in the null plane basis so that the kinematical algebra is spin independent and the spin degrees of freedom appear only in the dynamical part of the group.
b) $K_{3}$-states are well defined in the infinite momentum limit. In fact they are given as Mellin transforms of the null plane states.
c) In the representation of the Poincare algebra, and the Poincaré group, there appears a parameter $K$, with dimensions of momentum, which enables the infinite momentum limit to be implemented as the limit $k \rightarrow \infty$ in a contraction procedure.
d) The convergence properties of null plane wave functions translate into (more transparent) analyticity properties of the $K_{3}$-functions in the complex $\lambda$ (eigenvalue of $K_{3}$-plane. Once we have the contraction parameter $K$, we can contract the Poincaré algebra and group by means of a suitable redefinition of the infintesimal generators and the limit $k \rightarrow \infty$. Two main contractions can be performed:
a) Let $\gamma$ be the goodness of the operator $O$, and define

$$
\begin{equation*}
\widetilde{O}=\kappa^{-\gamma} O \tag{57}
\end{equation*}
$$

This contraction is equivalent to the infinite momentum frame contraction of Bacry-Chang ${ }^{3}$ and Kogut-Soper, ${ }^{9}$ and the contracted group is isomorphic to the Poincaré group. With contraction (57) we will have the same features showed by the infinite momentum frame limit (as e.g., Galilean motion in the transverse plane, etc...) but the states will now be well defined.
b) The natural contraction dictated by the $K_{3}$-representation [see Eqs. (22)] would be given by the definitions

$$
\begin{equation*}
\widetilde{E}_{i}=(1 / \kappa) E_{i}, \quad \hat{P}_{+}=(1 / \kappa) P_{+} \tag{58}
\end{equation*}
$$

and the remaining generators unaltered. In this contraction the stability group of the null plane keeps the same structure, with rescaled variables, while the Hamiltonians $F_{1}, F_{2}, P_{-}$of the dynamic group go to zero, in the limit $\kappa \rightarrow \infty$, in the case of free particles. However, in the interacting case the dynamical algebra will no longer tend to zero, as it must be modified by interaction terms, and the description of the interaction could be simpler in the contracted, ultrarelativistic group, than in the original Poincaré group. This situation recalls a similar one in the nonrelativistic limit where the dynamics of a spin $1 / 2$ particle is simply described by the nonrelativistic Pauli equation which is the limit $C \rightarrow \infty$ of the Dirac equation. The problem of the interaction, as well as such other related problems as local covariant realizations, equations of motion, and the position operator, are under consideration.
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## APPENDIX

In this Appendix we shall compute the series and the integral representation of $\exp \left\{i a F_{1}\right\} \phi$, corresponding to Eqs. $(49)-(56)$ of Sec . III. The representation of $\exp \left\{i a F_{2}\right\}$ is a straightforward application of the methods contained in this Appendix.

Let us first put $F_{1}$, as in Eq. (49)

$$
\begin{equation*}
F_{1}=e^{i \theta_{1} \sigma^{\prime}}\left(\frac{1}{p_{+}} O_{1}\right) e^{-i \theta_{1} \mathscr{F}_{1}}, \tag{AI}
\end{equation*}
$$

with

$$
\begin{equation*}
O_{1}=P_{1} K_{3}+i \frac{m_{T}^{2}}{2} \frac{\partial}{\partial p_{1}}-\left(p_{2}^{2}+m^{2}\right) \mathscr{T}_{3} \tag{A2}
\end{equation*}
$$

## A. Series representation

In the series expansion of $\exp \left\{i a F_{1}\right\}$ there will appear $\left(1 / P_{+} O_{1}\right)^{n}$ so that we will need the following two
Propositions:
Proposition 1:

$$
\begin{equation*}
\left(\frac{1}{P_{+}} O_{1}\right)^{n}=\left(\frac{1}{P_{+}}\right)^{n}\left(m_{T}^{2}\right)^{n}\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n}, \tag{A3}
\end{equation*}
$$

## Proposition 2:

$$
\begin{equation*}
\left(\frac{1}{P_{+}} O_{1}\right)^{n}=\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n}\left(\frac{1}{P_{+}}\right)^{n}\left(\frac{1}{P_{+}}\right)^{n} . \tag{A4}
\end{equation*}
$$

To prove these propositions, we will need the following: Lemma:

$$
\begin{equation*}
\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n} \frac{1}{P_{+}}=\frac{1}{P_{+}}\left(O_{1} \frac{1}{m_{T}^{2}}\right)^{n}, \tag{A5}
\end{equation*}
$$

## Proof of the Lemma:

The lemma can be proven by induction over $n$ :

1. That the lemma is true for $n=1$, that is

$$
\begin{equation*}
\frac{1}{m_{T}^{2}} O_{1} \frac{1}{P_{+}}=\frac{1}{P_{+}} O_{1} \frac{1}{m_{T}^{2}} \tag{A6}
\end{equation*}
$$

follows from the explicit representation (A2) of $O_{1}$ and the commutation relation

$$
\begin{equation*}
\left[K_{3}, \frac{1}{P_{+}}\right]=-i \frac{1}{P_{+}} . \tag{A7}
\end{equation*}
$$

2. Let us suppose (A5) true for $n$, then

$$
\begin{equation*}
\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n+1} \frac{1}{P_{+}}=\frac{1}{m_{T}^{2}} O_{1} \frac{1}{P_{+}}\left(O_{1} \frac{1}{m_{T}^{2}}\right)^{n} \tag{A8}
\end{equation*}
$$

and using (A6) we get

$$
\begin{equation*}
\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n+1} \frac{1}{P_{+}}=\frac{1}{P_{+}}\left(O_{1} \frac{1}{m_{T}^{2}}\right)^{n+1} \tag{A9}
\end{equation*}
$$

which proves Lemma (A5).
Proof of Proposition 1:

We shall again proceed by induction:

1. Equation (A3), for $n=1$, is trivial;
2. Supposing (A3) true for $n$, then

$$
\begin{equation*}
\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n+1}=\left(\frac{1}{P_{+}}\right)^{n}\left(m_{T}^{2}\right)^{n}\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{n} \frac{1}{P_{+}} O_{1} \tag{A10}
\end{equation*}
$$

but by virtue of the Lemma (A5)

$$
\begin{equation*}
\left(\frac{1}{P_{+}} O_{1}\right)^{n+1}=\left(\frac{1}{P_{+}}\right)^{n}\left(m_{T}^{2}\right)^{n} \frac{1}{P_{+}}\left(O_{1} \frac{1}{m_{T}^{*}}\right)^{n} O_{1} \tag{A11}
\end{equation*}
$$

From where the Eq. (A5), for $n+1$, follows, proving thus Proposition 1.

The proof of Proposition 2 follows along the same lines as Proposition 1, using the result of Lemma (A5).

Now, using the decomposition (A1) and definition (31) we can cast the series representation of $\exp \left(i a F_{1}\right)$ as
$\left[e^{i a F_{i}} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=\sum_{n=0}^{\infty} \frac{(i a)^{n}}{n!} \sum_{\sigma, \sigma^{\prime}, \rho^{\prime}} \int d \lambda^{\prime} d^{2} \mathbf{p}_{T}^{\prime} t_{\rho \sigma}^{(j)}\left(\theta_{i}\left(p_{T}^{\prime}\right)\right)$
$\times\left(\lambda, \mathbf{p}_{T}, \sigma\left|\left(\frac{1}{P_{+}} O_{1}\right)^{n}\right| \lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \sigma^{\prime}\right\rangle t_{\sigma^{\prime} \rho^{\prime}}^{(\lambda)}\left(\theta_{1}\left(p_{T}^{\prime}\right)\right) \phi\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)$
where, by definition, $t^{(j)}(\theta)=T^{(j)}(O, \theta, O)$. It is easy to prove, using Proposition 1, that
$\left\langle\lambda, \mathbf{p}_{T}, \sigma\right|\left(\frac{1}{P_{+}} O_{1}\right)^{n}\left|\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \sigma^{\prime}\right\rangle$
$=\left(m_{T}^{2}\right)^{n} K^{-n}\left\{\frac{\lambda^{\prime} p_{1}}{m_{T}^{2}}+\frac{i}{2} \frac{\partial}{\partial p_{1}}-\frac{\left(p_{2}^{2}+m^{2}\right)^{1 / 2}}{m_{T}^{2}} \sigma^{\prime}\right\}^{n}$

$$
\begin{equation*}
\times \delta\left(\lambda+n i-\lambda^{\prime}\right) \delta^{(2)}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\sigma \sigma^{\prime}} \tag{A13a}
\end{equation*}
$$

while the use of Proposition 2 gives

$$
\begin{align*}
\left\langle\lambda, \mathbf{p}_{T}, \sigma\right| & \left(\frac{1}{P_{+}} O_{1}\right)^{n}\left|\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \sigma^{\prime}\right\rangle \\
= & K^{-n}\left\{\frac{\lambda p_{1}}{m_{T}^{2}}+\frac{i}{2} \frac{\partial}{\partial p_{1}}-\frac{\left(p_{2}^{2}+m^{2}\right)^{1 / 2}}{m_{T}^{2}} \sigma\right\}^{n} \\
& \times\left(m_{T}^{2}\right)^{n} \delta\left(\lambda+n k-\lambda^{\prime}\right) \delta^{(2)}\left(\mathbf{p}_{T}-\mathbf{p}_{T}^{\prime}\right) \delta_{\sigma \sigma^{\prime}} \tag{A13b}
\end{align*}
$$

Thus the insertion of (A13a) into (A12) proves the series representation (52a) while the insertion of (A13b) proves (52b). The equivalence between (52a) and (52b) can be proven directly by induction over $n$.

## B. Integral representation

Using the action (22) of the generator $F_{1}$ over the $K_{3}-$ states, the equation (27) for the matrix element $\psi^{\left(F_{1}\right)}$ leads to the following equation for the function $\phi$, as defined in (29),

$$
\begin{align*}
\left(\lambda^{\prime}-\right. & \lambda) \phi_{\lambda, p_{T} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right) \\
= & \sum_{\sigma^{\prime} \sigma} t_{\rho^{\prime} \sigma^{\prime}}^{(\prime)}\left(\theta_{1}\left(p_{T}^{\prime}\right)\right) K^{-1}\left\{\left(\lambda^{\prime}+i\right) p_{1}^{\prime}+i \frac{m_{T}^{12}}{2} \frac{\partial}{\partial p_{1}^{\prime}}\right. \\
& \left.-\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2} \sigma^{\prime}\right\} \\
& \times t_{\sigma^{\prime} \sigma}^{-11)}\left(\theta_{1}\left(p_{T}^{\prime}\right)\right) \phi_{\lambda, p_{r}, \rho}\left(\lambda^{\prime}+i, \mathbf{p}_{T}^{\prime}, \sigma\right) . \tag{A14}
\end{align*}
$$

Our task will be now to compute a solution to the differentiofunctional equation (A14). This will be done by successive simplifications of the equation, by means of a series of ansätze.

## Ansatz 1:

$$
\begin{equation*}
\phi_{\lambda, p_{r} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)=\sum_{\mu} t_{\sigma \mu}^{(j)}\left(\theta\left(p_{T}^{\prime}\right)\right) \zeta_{\lambda p_{r} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \mu\right) \tag{A15}
\end{equation*}
$$

The substitution of (A15) into (A14) gives the following equation for the function $\zeta$ :

$$
\begin{equation*}
\left(\lambda^{\prime}-\lambda\right) \xi_{\lambda, p_{N} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \mu\right)=K^{-1}\left\{\left(\lambda^{\prime}+i\right) p_{1}^{\prime}+i \frac{m_{T}^{\prime 2}}{2} \frac{\partial}{\partial p_{1}^{\prime}}-\left(p_{2}^{\prime}+m^{2}\right)^{1 / 2} \mu\right\} \xi_{\lambda, p_{r} \rho}\left(\lambda^{\prime}+i, \mathbf{p}_{T}^{\prime}, \mu\right) \tag{A16}
\end{equation*}
$$

Ansatz 2

$$
\begin{equation*}
\zeta_{\lambda, p_{\mathbf{n}} p}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \mu\right)=f\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \mu ; b^{\prime}\right) \chi_{\lambda^{\prime}, p_{\mathbf{p}} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, b^{\prime}\right), \tag{A17}
\end{equation*}
$$

where $f$ satisfies the eigenvalue equation

$$
\begin{equation*}
\left[\lambda^{\prime} p_{1}^{\prime}+i \frac{m_{T}^{\prime 2}}{2} \frac{\partial}{\partial p_{1}^{\prime}}-\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2} \mu\right] f\left(\lambda^{\prime}, \mathbf{p}_{r}^{\prime}, b^{\prime} ; \mu\right)=k^{2} b^{\prime} f\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, b^{\prime} ; \mu\right), \tag{A18}
\end{equation*}
$$

whose solution can be explicitly computed as

$$
\begin{equation*}
f\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, b^{\prime} ; \mu\right)=\exp \left\{i \lambda^{\prime} \ln \frac{m_{T}^{\prime 2}}{\kappa^{2}}-2 i \frac{\left(\kappa^{2} b^{\prime}+\mu\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}\right)}{\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}} \arctan \frac{p_{1}^{\prime}}{\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}}\right\} . \tag{A19}
\end{equation*}
$$

Then, the equation satisfied by the function $\chi$ is

$$
\begin{equation*}
\left(\lambda^{\prime}-\lambda\right) \chi_{\lambda, p_{T} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, b^{\prime}\right)=\left(\frac{\kappa^{2}}{m_{T}^{\prime 2}} \kappa b^{\prime}+i \frac{\kappa}{2} \frac{\partial}{\partial p_{1}^{\prime}}\right) \chi_{\lambda, p_{n} \rho}\left(\lambda^{\prime}+i, \mathbf{p}_{T}^{\prime} ; b^{\prime}\right) \tag{A20}
\end{equation*}
$$

Ansatz 3:

$$
\begin{equation*}
\chi_{\lambda, p_{T} \rho}\left(\lambda^{\prime}, p_{T}^{\prime}, b^{\prime}\right)=g\left(p_{T}^{\prime} ; b, b^{\prime}\right) \mathscr{H}\left(\lambda, \lambda^{\prime}\right) \mathscr{F}\left(\lambda, p_{T}, \rho\right), \tag{A21}
\end{equation*}
$$

where $g$ is the solution of the following eigenvalue equation

$$
\begin{equation*}
\left\{\frac{\kappa^{2}}{m_{T}^{\prime 2}} \kappa b^{\prime}+i \frac{\kappa^{2}}{2 \kappa} \quad \frac{\partial}{\partial p_{1}^{\prime}}\right\} g\left(p_{T}^{\prime} ; b, b^{\prime}\right)=\kappa b g\left(p_{T}^{\prime} ; b, b^{\prime}\right) \tag{A22}
\end{equation*}
$$

or, explicitly,

$$
\begin{equation*}
g\left(p_{T}^{\prime} ; b, b^{\prime}\right)=e \frac{\kappa^{2}}{\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}} \arctan \frac{p_{1}^{\prime}}{\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}} \tag{A23}
\end{equation*}
$$

The substitution of (A21) into (A20) gives, for $\mathscr{H}\left(\lambda, \lambda{ }^{\prime}\right)$, the simple functional equation

$$
\begin{equation*}
\left(\lambda^{\prime}-\lambda\right) \mathscr{H}\left(\lambda, \lambda^{\prime}\right)=\boldsymbol{\kappa} b \mathscr{H}\left(\lambda, \lambda^{\prime}+i\right), \tag{A24}
\end{equation*}
$$

whose solution is $\mathscr{H}\left(\lambda, \lambda^{\prime}\right)=\Gamma\left(-i\left(\lambda^{\prime}-\lambda\right)\right)(-i \kappa b)^{i\left(\lambda^{\prime}-\lambda\right)}$.
Using (A15)-(A25) we get

$$
\begin{align*}
\phi_{\lambda, p_{n} \rho^{\prime}}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)= & (i \kappa b)^{i(\lambda-\lambda)} \Gamma\left(-i\left(\lambda^{\prime}-\lambda\right)\right) \sum_{\sigma} t_{\rho^{\prime} \sigma}^{(\prime)}\left(\theta\left(p_{T}^{\prime}\right)\right) \\
& \times \exp \left\{i \lambda \ln \frac{m_{T}^{\prime 2}}{\kappa^{2}} 2 i b p_{1}^{\prime}-2 i \sigma \arctan \frac{p_{1}^{\prime}}{\left(p_{2}^{\prime 2}+m^{2}\right)^{1 / 2}}\right\} \delta\left(p_{2}-p_{2}^{\prime}\right) \mathscr{F}\left(\mathbf{p}_{T}, \lambda, \rho\right), \tag{A26}
\end{align*}
$$

which is independent on the parameter $b^{\prime}$. Nevertheless the function in Eq. (A26) is explicitly dependent on $b$. Because the matrix element $\psi_{a, \lambda, \rho_{n} \rho}\left(\lambda^{\prime}, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)$ may not be dependent on $b$, we must integrate over $b$ in (A26), as in Sec. II.C.3. The integration can be performed with the aid of the Fourier transform ${ }^{12}$

$$
\begin{align*}
& \mathscr{F}\left[x^{\lambda}\right]=i e^{i(\pi \lambda} \Gamma(\lambda+1)\left\{(\sigma+i o)^{-i-1}-(\sigma-i o)^{-\lambda-1}\right\} \quad \lambda \neq-1,-2, \ldots,  \tag{A27a}\\
& \mathscr{F}\left[x^{-n}\right]=i^{n} \frac{\pi}{(n-1)!} \operatorname{sgn} \sigma\left(\sigma^{n-1}\right) . \tag{A27b}
\end{align*}
$$

The function $\mathscr{F}\left(\mathbf{p}_{T}, \lambda, \rho\right)$ must be fixed with the aid of the general property (30), giving thus

$$
\begin{equation*}
\mathscr{J}=t_{\sigma \rho}^{-1(j)}\left(\theta,\left(p_{T}\right)\right) \exp \left\{-i \lambda \ln \frac{m_{T}^{2}}{\kappa^{2}}+2 i b p_{1}+2 i \sigma \arctan \frac{p_{1}}{\left(p_{2}^{2}+m^{2}\right)^{1 / 2}}\right\} \tag{A28}
\end{equation*}
$$

Using (A27)-(A29) we can give for the matrix element, the following expression, for $i\left(\lambda^{\prime}-\lambda\right) \neq-1,-2, \ldots$ :

$$
\begin{align*}
& \psi_{a, \lambda, p_{n} \rho}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right)=\frac{e^{\left(\pi / 2| | \lambda-\lambda^{\prime}\right)}}{4 \pi}\left(\frac{-i a \kappa}{2}\right)^{i(\lambda \cdot-\lambda)} \frac{1}{\sin \pi\left[i\left(\lambda^{\prime}-\lambda\right)\right]} e^{i \lambda \cdot \ln \left(m_{T}^{\prime 2} / \kappa^{2}\right)-i \lambda \ln \left(m_{T}^{2} / \kappa^{2}\right)} \\
& \times \sum_{\sigma} t_{\rho^{\prime} \sigma}^{(\prime)}\left(\theta_{1}\left(p_{T}^{\prime}\right)\right) e^{-2 i \sigma\left[\arctan \left(p_{1}^{\prime} /\left(p_{2}^{\prime 2}+m^{2}\right)^{\prime 2}\right)-\arctan \left(p_{1}\left(\mid p_{2}^{2}+m^{2}\right)^{2 / 2}\right)\right]} t_{\sigma \rho}^{-1 / j)}\left(\theta_{1}\left(p_{T}\right)\right) \\
& \times\left\{\left(p_{1}-p_{1}^{\prime}+i o\right)^{\left(\lambda-\lambda^{\prime}-1\right.}-\left(p_{1}-p_{1}^{\prime}-i o\right)^{i\left(\lambda-\lambda^{\prime}\right)-1}\right\} \delta\left(p_{2}-p_{2}^{\prime}\right), \tag{A29a}
\end{align*}
$$

while

$$
\begin{align*}
& \psi_{a, i, p_{n} \rho}\left(\lambda+i n, \mathbf{p}_{T}^{\prime}, \rho^{\prime}\right)=\frac{1}{4 \pi i}\left(\frac{-a m_{T}^{\prime 2}}{2 \kappa^{2}}\right)^{-n} e^{i \lambda \ln \left(m_{r}^{\prime 2} / m_{i}^{2}\right)\left(\rho_{1}-p_{i}^{\prime} / \alpha\right)^{n-1}} \\
& \times \sum_{\sigma} t_{\rho_{\sigma}}^{\left(\rho_{\sigma}\right.}\left(\theta_{1}\left(p_{T}^{\prime}\right)\right) e^{-2 i \sigma\left[\arctan \left(\rho_{1}^{\prime} /\left\langle p_{2}^{2}+m^{2}\right)^{\prime / 2}\right)-\arctan \left(\rho_{1},\left(\rho_{2}^{2}+m^{2}\right)^{\prime \prime 2}\right)\right]_{\sigma_{\rho}}^{-1}\left(\theta_{1}\left(p_{T}\right)\right) \delta_{\left(\rho_{\rho} \rho_{2}^{\prime}\right)},} \tag{A29b}
\end{align*}
$$

for $i\left(\lambda^{\prime}-\lambda\right)=-1,-2, \ldots$.
Now, using (32b), the integral representation (54) follows easily. Let us note that the function $\psi_{a, \lambda, p_{n} \rho}\left(\lambda^{\prime}, p_{T}^{\prime}, \rho^{\prime}\right)$ has singularities at $\lambda^{\prime}=\lambda-$ in in the lower half-plane of the complex variable $\lambda^{\prime}$, due to the function $1 / \sin \pi\left[i\left(\lambda-\lambda^{\prime}\right)\right]$, but is regular in the upper half-plane, see (A29b).

## C. Equivalence of series and integral representation

Whenever the function $\phi$ is analytic in the upper half-plane, the integral representation (54) leads unambiguously to the series representation (52). The simplest way of proving this is to write (54) as an integral over $b$ and to exchange the order of integration: i.e. to integrate first in $\lambda^{\prime}$ and then in $b$. The residues of the poles at $\lambda^{\prime}=\lambda+i n, n=0,1,2, \ldots$, are added as usual, so that (54) can be written as

$$
\begin{align*}
{\left[e^{i a F^{\prime}} \phi\right]\left(\lambda, \mathbf{p}_{T}, \rho\right)=} & \frac{1}{\pi} \sum_{\rho^{\prime}} \int d \rho_{1}^{\prime} d b \sum_{n=0}^{\infty} \frac{(i a)^{n}}{n!} \kappa^{-n} b^{n} e^{-2 i b\left(p_{1}-p_{1}^{\prime}\right)} \\
& \times\left(m_{T}^{\prime 2}\right)^{n} \sum_{\sigma} t_{\rho \sigma}^{(\lambda)}\left(\theta_{1}\left(p_{T}\right)\right) e^{-2 i \sigma \arctan p_{1} /\left(\rho_{2}^{2}+m^{2}\right)^{\prime / 2}-\arctan p_{1}^{\prime}\left(\rho_{2}^{2}+m^{2}\right)^{1 / 2}} \\
& \times e^{i \lambda\left\{\ln \left(m_{T}^{\prime 2} / \kappa^{2}\right)-\ln \left(m m_{1}^{2} / \kappa^{\prime} \cdot\right)\right.} t_{\sigma \rho^{\prime}}^{-1(j)}\left(\theta_{1}\left(p_{T}\right)\right) . \tag{A30}
\end{align*}
$$

The following property
$\left\{\left(\frac{1}{m_{T}^{2}} O_{1}\right)^{\prime \prime}-b^{n}\right\} e^{-2 i b p_{1}} e^{i \lambda \ln \left(m_{T}^{2} / \kappa^{2}\right)} e^{-2 i \operatorname{\sigma arctan}\left[p_{1} /\left(p_{2}^{2}+m^{2}\right)^{1 / 2}\right]}=0$,
which can be proved straightforwardly, and the integral over the remaining $b$-dependent function

$$
\begin{equation*}
\int d b e^{-2 i b\left(p_{1}-p_{1}^{\prime}\right)}=\pi \delta\left(p_{1}-p_{1}^{\prime}\right) \tag{A32}
\end{equation*}
$$

leads to the series representation (52b).
${ }^{\text {'For a review of IMF techniques, see: I.B. Kogut and L. Susskind, Phys. }}$ Rep. 8 C, 75 (1973).
${ }^{2}$ I.B. Kogut and D.E. Soper, Phys. Rev. D 1, 2901 (1970); I.D. Bjorken, I.B. Kogut, and E.E. Soper, Phys. Rev. D 3, 1382 (1971).
${ }^{3}$ H. Bacry and N.P. Chang, Ann. Phys. (N.Y.) 47, 407 (1968).
${ }^{4}$ E. Inönü and E.P. Wigner, Proc. Natl. Acad. Sci. 39, 510 (1953).
${ }^{5}$ I. Mickelsson and J. Niederle, Comm. Math. Phys. 27, 167 (1972).
${ }^{6}$ J. León, M. Quirós, and J. Ramirez Mittelbrunn, Nuovo Cimento 46 B, 109 (1978); J. Math. Phys. 20, 1068 (1979); Nuovo Cimento 54 B, 153 (1979).
${ }^{7}$ An earlier attempt along this direction can be found in J. León, M. Quirós, and J. Ramirez Mittelbrunn, Nuovo Cimento 41 A, 141 (1977); Phys. Lett. 68 B, 247 (1977).
${ }^{8}$ H. Leutwyler and I. Stern, Ann. Phys. 112, 94 (1978) and references contained therein.
${ }^{4}$ D.E. Soper, Phys. Rev. D 5, 1956 (1972); Ph.D. thesis, Stanford Universi-
ty, SLAC Report No. 137, 1971 (unpublished).
${ }^{10}$ Other possibilities have been explored in: M. Quirós and J. Ramirez Mittelbrunn, Nuovo Cimento Lett. 26, 633 (1979).
${ }^{11}$ Bateman Manuscript Project, Table of Integral Transforms, edited by A. Erdélyi (McGraw-Hill, New York, 1953).
${ }^{12}$ I.M. Gel'fand and G.E. Shilov, Generalized Functions, Vol. I (Academic, New York, 1964).
${ }^{13}$ N.I. Vilenkin, Special Functions and the Theory of Group Representations, (American Mathematical Society, Providence, RI, 1968).
${ }^{14}$ To be precise, this is only true if the functions $\phi\left(p_{+}\right)$satisfy a slightly stronger condition than (21a), namely that they should decrease at

For example, a behavior of $\phi\left(p_{+}\right)$like $1 / \log p_{+}$is enough for (21a) at $\infty$ but it is not sufficient to guarantee the existence of the analyticity band (21b).
${ }^{15}$ Similar considerations as in (14) apply also here.

# Affine transformations and the geometry of superspace 

R. W. Tucker<br>Department of Physics, University of Lancaster, Lancaster, England

(Received 1 August 1979; accepted for publication 1 February 1980)


#### Abstract

A graded Cartan-type connection is devised on a bundle of graded affine frames over superspace. The relation of the gauged graded affine group to the geometry of superspace is discussed in the context of bundle reduction to simulate spontaneous symmetry breakdown. A complex quaternionic calculus is used to simplify the algebraic analysis.
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## I. INTRODUCTION

Certain physical theories have often received clarification and a lucid formulation in terms of geometric concepts. Such concepts attempt to focus on the salient features of the theory in an intrinsic coordinate independent manner. ${ }^{1}$ In particular, classical field theory finds an economical description in the modern language of fiber bundles.

In this article some aspects of the theory of simple supergravity are formulated in terms of the geometry of a reduced manifold. ${ }^{2}$ A distinction will be made between those aspects of the formulation that belong essentially to the establishment of the structure group of the appropriate bundle and those features that result when a particular choice is made for a connection in that bundle. ${ }^{3}$ Such a choice may for example be made by finding the extremum of an action form on the base manifold which is invariant under change of section in the bundle under consideration. The language of the fiber bundle is particularly suited to the geometrical description of spontaneous symmetry breaking. Indeed in a recent paper K. Stelle and $\mathbf{P}$. West have argued that the reduction of an $\mathrm{SO}(3,2)$ bundle over space-time to an $\mathrm{O}(3,1)$ bundle enables them to formulate a theory of gravity as a spontaneously broken $\operatorname{SO}(3,2)$ gauge theory. This approach is motivated by a particular action which generates the equations for the geometrical fields in the theory. Although the establishment of an invariant affine connection on a homogeneous space may often be thought of as being triggered by some spontaneous symmetry mechanism, this aspect of the formulation will not be dwelt upon in this paper.

In the following, a fairly well established procedure ${ }^{2}$ for reducing one bundle to another will be carried out in an attempt to draw together the notions of the gauged graded Poincaré group (graded affine group) and the transformations of simple supergravity.

Two essential viewpoints will be adopted. Firstly it is asserted that this (and any) formulation should ultimately be expressible in a coordinate independent way. Thus at any point the (passive) choice of a coordinate chart in whatever manifold is being considered should have no intrinsic significance. Secondly, a geometrical theory of gravity will be said to be defined once the linear connection form and canonical form of a suitable bundle of anholonomic frames is specified. If the space under consideration admits a metric of definite signature then orthonormal frames (with respect to this metric) will be chosen and the connection becomes a metric one.

Thus the conventional theory of Einstein is specified in terms of a torsion free connection on $O M$, the bundle of orthonormal frames over space-time $M$ with the structure group $\mathrm{O}(3,1)$ that preserves the Minkowski metric with signature $(-+++)$. This interpretation of a gravitational theory is partly motivated by the need to establish a rule for transporting tensors (as well as frames) in space since in conventional theories they will describe the other (matter) fields of physics.

Theories involving $\operatorname{SL}(2, C)$ spinors are usually presented with the spinor components forming vector arrays that are coupled into invariant $\mathrm{SL}(2, \mathrm{C})$ combinations with suitable $\gamma$ matrices. In order to formulate the theory of manifolds with spinorial coordinates it has proved convenient to break with this tradition and embed the spinor components into the ring of complex quaternions. Historically quaternions have often been used to simplify calculations involving rotations in three or four dimensions. The complex quaternions form a homomorphic image of the $\operatorname{SL}(2, C)$ algebra and enable the $\operatorname{SL}(2, C)$ group to act in a succint manner. The reader is referred to Hestene's ${ }^{5}$ book on space-time algebra for an analogous viewpoint and earlier papers on quaternions. An essentially self-contained description of spinors in a complex quaternionic basis that is designed for application to superspace tensor analysis is presented in the Appendix. Since $\operatorname{SL}(2, C)$ plays a fundamental role in the following discussion it is often convenient to embed other entities into the complex quaternionic algebra. A considerable freedom from Fierz rearrangement is afforded by pursuing these techniques and tedious algebra in the ring of $\gamma$ matrices is replaced by operations with the simpler quaternionic algebra. Complex quaternionic valued differential $p$ forms will be used extensively in the analysis. These and other tensors will be graded in general by grading both their components and their basis elements. The components will often be graded as elements of some unspecified (hidden) Grassmann algebra. When necessary the terms odd or even will refer to the Fer-mi-Bose grading.

In order to establish notations a brief description will be presented for a geometry of ordinary space-time $M$ (with points coordinated by $x^{m}$ ) in terms of a complex quaternionic vector valued linear connection form $\hat{\omega}$ on the bundle $O M(M, \mathrm{SL}(2, \mathrm{C}))$ of orthonormal frames. An element of $O M$ is an orthonormal ordered basis of the tangent space $T_{x}(M)$ at $x$. Writing an element of $\operatorname{SL}(2, \mathrm{C})$ as $Q(\hat{\lambda})=e^{\hat{\lambda}}$, where $\hat{\lambda}=\hat{\alpha}+i \hat{\beta}$ the right action on the tangent frame $\overline{\mathbf{\partial}}=\partial_{a} \cdot \tilde{e}^{a}$
is defined by

$$
\overline{\mathbf{\partial}} \rightarrow \bar{Q}^{\dagger} \bar{\partial} \bar{Q}=\partial_{a} \cdot \bar{Q}^{\dagger} e^{\bar{a}} \bar{Q} \equiv \partial_{a} \cdot e(\hat{\lambda})=\partial_{a} \cdot X_{b}^{a} \overline{\hat{e}}^{\bar{b}},
$$

i.e.,

$$
\begin{equation*}
\tilde{e}^{\tilde{a}^{Q}} \xrightarrow[b]{Q} X_{b}^{a} e^{\bar{b}} \tag{1.1}
\end{equation*}
$$

Thus the linear frame $u \equiv(\bar{\partial})=\left(\partial_{1}, \partial_{2}, \partial_{3}, \partial_{0}\right)$ may be considered as a map from the antihermitian quaternions $H_{q}$ into $T_{x}(M)$ with the Lorentz group action given from above:
$u Q: H_{q} \xrightarrow{Q} H_{q} \xrightarrow{u} T M ; \tilde{e^{\bar{a}}} \rightarrow X_{b}^{a} \bar{e}^{\bar{b}} \rightarrow u\left(X_{b}^{a} \bar{e}^{\bar{b}}\right)=\boldsymbol{\partial}_{b} . X_{a}^{b}$.
The bundle of orthonormal frames $O M$ is made into a differentiable manifold by taking the ten numbers ( $x^{m}, \alpha^{j}, \beta^{j}$ ) $(j=1,2,3)$ as local coordinates. The canonical form $\mathbf{e}^{\prime}$ will be taken as an antihermitian quaternionic 1 form $\in T_{u}{ }^{*}(O M)$ satisfying

$$
u \mathrm{e}^{\prime}\left(\mathbf{X}^{*}\right)=\pi \mathbf{X}^{*}
$$

where $\mathrm{X}^{*} \in T_{u}(O M)$ and $\pi: O M \rightarrow M$ is the projection. Locally a vector at $u$ with coordinates $\left(X^{a}, \xi^{k}\right), k=1, \ldots, 6$, may be written ${ }^{6}$
$\mathrm{X}^{*}=\sum_{a=0}^{4} \partial_{a} \cdot X^{a}+\sum_{j=1}^{3}\left(\frac{\partial}{\partial \beta^{j}} \cdot \xi^{j}+\frac{\partial}{\partial \alpha^{j}} \cdot \xi^{j+3}\right)$.
One readily verifies that in terms of the antihermitian coframe

$$
\begin{align*}
& \mathbf{e}=\sum_{a=1}^{4} \mathbf{e}^{a} \tilde{e}_{a}, \quad \text { where } \mathbf{e}^{a}\left(\partial_{b}\right)=\delta_{b}^{a} \\
& \mathbf{e}^{\prime}=Q \mathbf{e} Q^{+} \tag{1.4}
\end{align*}
$$

and $e^{\prime}$ corresponds simply to an $\operatorname{SL}(2, C)$ rotated coframe. In order to establish a connection 1-form a set of fundamental vector fields $\boldsymbol{J}_{i} *$ is first defined on the bundle. These must correspond homomorphically to the six $\operatorname{SL}(2, C)$ generators $\hat{J}_{i} \equiv\left(\hat{e}_{1}, \hat{e}_{2}, \hat{e}_{3}, i \hat{e}_{1}, i \hat{e}_{2}, i \hat{e}_{3}\right)$. They may be chosen to be dual to the complex $q$-vector valued Maurer-Cartan 1 -form $\hat{\omega}_{m c}$
$\equiv Q d \bar{Q}$. Thus writing
$\hat{\omega}_{m c}=\sum_{n=1}^{6} \omega_{m c}^{n} \hat{J}_{n}$
$J_{\mathbf{i}}^{*}=\sum_{j=1}^{3}\left[\frac{\partial}{\partial \beta^{j}} \cdot J_{i}^{j}(\alpha, \beta)+\frac{\partial}{\partial \alpha^{j}} \cdot J_{i}^{j+3}(\alpha, \beta)\right], \quad i=1, \ldots, 6$, one solves for $J_{i}^{j}$ the equation

$$
\hat{\omega}_{m c}\left(J_{i}^{*}\right)=\hat{J}_{i}
$$

or

$$
\begin{equation*}
\omega_{m c}^{n}\left(J_{i}^{*}\right)=\delta_{i}^{n}, \quad i, n=1, \ldots, 6, \tag{1.5}
\end{equation*}
$$

where

$$
\omega_{m c}^{n}=\sum_{j=1}^{3}\left[\omega_{j}^{n}(\alpha, \beta) d \beta^{j}+\omega_{j+3}^{n}(\alpha, \beta) d \alpha^{j}\right]
$$

The $\mathrm{J}_{n}{ }^{*}$ span the vertical space tangent to the fibers and any vertical vector $\mathbf{A}^{*} \in T_{n}(O M)$ can be expressed as

$$
\mathbf{A}^{*}=\sum_{i=1}^{6} A^{i}(x, \alpha, \beta) J_{\mathrm{i}}^{*}
$$

Any complex $q$-vector valued 1 -form $\in T^{*}{ }_{u}(O M)$ of the type $\hat{\omega}=\hat{\omega}_{m} d x^{m}+\hat{\omega}_{m c}$ satisfies the fundamental condition
$\hat{\omega}\left(\mathbf{A}^{*}\right)=\hat{A} \equiv \sum_{i=1}^{6} A^{i} \hat{J}_{i}$. The rest of $\hat{\omega}$ is defined so that $\hat{\omega}(\mathbf{X})=\hat{X} \equiv v \hat{X}$ for any $\mathbf{X}$ (not just vertical vector) and this partitions $T_{u}(O M)$ so that $\mathbf{X}=h \mathbf{X}+v \mathbf{X}$, where $\hat{\omega}(h \mathbf{X})=0$. From these definitions the horizontal component may be expressed in terms of a connection as

$$
\begin{equation*}
h \mathbf{X}=\mathbf{X}-\sum_{i=1}^{6} \omega^{i}(\mathbf{X}) J_{i}^{*} \tag{1.6}
\end{equation*}
$$

where $\hat{\omega}=\sum_{i=1}^{6} \omega^{i} \hat{J}^{i}$. A convenient expression for an antihermitian $q$ valued torsion 1 -form can now be computed in term of a section through $O M$. The bundle torsion is defined in terms of $\mathbf{e}^{\prime}$ as

$$
\begin{equation*}
\mathbf{T}=d \mathrm{e}^{\prime} . h \tag{17}
\end{equation*}
$$

i.e., has components $\mathbf{T}\left(\partial_{a}, \partial_{b}\right)=d \mathbf{e}^{\prime}\left(h \partial_{a}, h \partial_{b}\right)$ in any basis. From the definition (7) and the identities $d Q\left(h \partial_{m}\right)$ $=\hat{\omega}\left(\partial_{m}\right) Q, d Q^{+}\left(h \partial_{m}\right)=Q^{+} \hat{\omega}\left(\partial_{m}\right)$ one finds that

$$
\begin{equation*}
\mathbf{T}=d \mathbf{e}+2 \mathscr{A}(\hat{\omega} \wedge \mathbf{e}) \tag{1.8}
\end{equation*}
$$

(Strictly speaking this is $\sigma^{*} \mathbf{T}$ expressed in terms of $\sigma^{*} \hat{\omega}$, where $\sigma: M \rightarrow O M$ defines the section. Sectioned forms will be implied on the following and the pull back symbol will not be explicitly mentioned.) Under a change of section generated by the $\operatorname{SL}(2, \mathrm{C})$ element $Q(\hat{\alpha}(x), \hat{\beta}(x))$

$$
\begin{align*}
& \hat{\omega} \rightarrow Q \hat{\omega} \bar{Q}+Q d \bar{Q}  \tag{1.9}\\
& \mathbf{T} \rightarrow Q \mathbf{T} Q^{\dagger} \tag{1.10}
\end{align*}
$$

In terms of an exterior covariant derivative $D_{\omega}$ the torsion can be written

$$
\begin{equation*}
\mathbf{T}=D_{\omega} \mathbf{e}=-\mathbf{T}^{\dagger} \tag{1.11}
\end{equation*}
$$

where the subscript on $D$ denotes the connection under consideration. The curvature of this connection is the complex $q$-vector valued 2 -form $\hat{\mathbf{R}}$ defined by

$$
\begin{equation*}
\hat{\mathbf{R}}=d \hat{\omega}+\hat{\omega} \wedge \hat{\omega} \rightarrow Q \hat{\mathbf{R}} \bar{Q} \tag{1.12}
\end{equation*}
$$

with the usual $2 \times 3 \times 6=36$ real components. (The quaternions commute with the exterior multiplication.) Using definitions 8 and 12 and the condition $Q \bar{Q}=1$ the Bianchi identities follow immediately as

$$
\begin{align*}
& D_{\omega} \hat{\mathbf{R}} \equiv d \hat{\mathbf{R}}+2 V(\hat{\omega} \wedge \hat{\mathbf{R}})=0  \tag{1.13}\\
& D_{\omega} \mathbf{T} \equiv d \mathbf{T}+2 \mathscr{A}(\hat{\omega} \wedge \mathbf{T})=2 \mathscr{A}(\hat{\mathbf{R}} \wedge \mathbf{e}) \tag{1,14}
\end{align*}
$$

Spinors may be regarded as certain complex quaternionic valued tensors in a bundle associated with the orthonormal frame bundle. For a given $\mathrm{SL}(2, \mathrm{C})$ frame rotation

$$
\begin{equation*}
\mathbf{e} \rightarrow Q \mathbf{e} Q^{\dagger} \tag{1.15}
\end{equation*}
$$

the four types of spinors defined in the Appendix transform as

$$
\begin{align*}
& \phi_{ \pm} \rightarrow Q \phi_{ \pm}  \tag{1.16}\\
& \dot{\phi}_{ \pm} \rightarrow \dot{\phi}_{ \pm} Q^{\dagger} \tag{1.17}
\end{align*}
$$

As an example of the applicability of quaternionic forms in space-time the theory of simple supergravity ${ }^{7}$ is recast into this language. Denoting the gravitino by an odd Majorana spinor valued 1 -form $\chi$ with $\chi^{\dagger}=-i \chi$ the action 4 -form is

$$
\begin{align*}
& \Lambda(\mathbf{e}, \widehat{\omega}, \chi) \\
& \quad=\operatorname{Im} S\left\{k \hat{\mathbf{R}} \wedge \mathbf{e} \wedge \mathbf{e}^{*}-\overline{\mathbf{e}} \wedge\left[\chi \wedge D_{\omega} \dot{\chi}+D_{\omega} \chi \wedge \dot{\chi}\right]\right\} \tag{1.18}
\end{align*}
$$

where

$$
\begin{aligned}
& D_{\omega} \chi=d \chi+\hat{\omega} \wedge \chi \rightarrow Q D_{\omega} \chi, \\
& D_{\omega} \dot{\chi}=d \dot{\chi}-\dot{\chi} \wedge \hat{\omega}^{\dagger} \rightarrow D_{\omega} \dot{\chi} Q^{\dagger} .
\end{aligned}
$$

Making intrinsic variations in $e, \dot{\chi}$, and $\hat{\omega}$, respectively, gives the equations:

$$
\begin{align*}
& \hat{\mathbf{R}} \wedge \mathbf{e}=(i / k) D_{\omega} \mathbf{\chi} \wedge \dot{\chi}  \tag{1.19}\\
& \overline{\mathbf{e}} \wedge D_{\omega} \boldsymbol{\chi}=0  \tag{1.20}\\
& \mathbf{T}=(i / k) \mathbf{\chi} \wedge \dot{\chi} \tag{1.21}
\end{align*}
$$

where the last equation is used to fix the connection in terms of $e$ and $\chi$. Using the identities $\bar{\chi} \wedge \chi=\chi \wedge \bar{\chi}=0$ the above action is readily verified to be invariant under the following variations with an odd spinor 0 -form parameter $\epsilon$ :

$$
\begin{align*}
& \delta \mathrm{e}=2 \mathscr{A}(i \epsilon \dot{\chi}),  \tag{1.22}\\
& \delta \chi=k D_{\omega} \epsilon  \tag{1.23}\\
& \dot{\delta} \dot{\chi}=k D_{\omega} \dot{\epsilon} \tag{1.24}
\end{align*}
$$

These supersymmetry transformations will be returned to in the last section from the viewpoint of particular superspace diffeomorphisms.

## 2. GRADED AFFINE GROUP

Having established the notion of quaternionic valued forms and $O M(M, \mathrm{SL}(2, \mathrm{C})$ in the familiar context of simple supergravity this mode of description will be used to discuss the graded affine frame bundle $A N(N, G)$ over a supermanifold $N$. In addition to the $\mathrm{SL}(2, \mathrm{C})$ generator $\hat{\lambda}$ the other elements ( $P_{0}, P_{a}, Q_{\alpha}, Q_{\dot{\alpha}}$ ) of the graded affine algebra are embedded into the complex quaternionic ring in the following way

$$
\begin{align*}
& P=-i P_{o}-P_{a} \hat{e}_{a},  \tag{2.1}\\
& S_{\theta}=S\left(\theta \bar{Q}_{+}\right),  \tag{2.2}\\
& S_{\gamma^{\prime}}=S\left(\dot{\gamma} \dot{Q}_{+}\right) . \tag{2.3}
\end{align*}
$$

In terms of these even elements the algebra is defined by

$$
\begin{align*}
& \mathscr{L}_{\lambda_{1}} \hat{\lambda}_{2} \equiv\left[\hat{\lambda}_{1}, \hat{\lambda}_{2}\right] \\
& \mathscr{L}_{\hat{\lambda}} S(P b)=S(P(\hat{\lambda} b+b \hat{\lambda})), \\
& \mathscr{L}_{\lambda} S_{\beta}=S_{\hat{\lambda} \beta} \\
& \mathscr{L}_{i} S_{\dot{\beta}}=S_{\dot{\beta} \lambda^{+}} \\
& \mathscr{L}_{S_{m}} S_{\beta}=2 S(P \alpha \dot{\beta}) \tag{2.4}
\end{align*}
$$

For Majorana related spinorial elements the translation parameter $b$ may be taken antihermitian. An affine group element will be parametrized as

$$
\begin{equation*}
\dot{G}=e^{S_{\theta}} e^{S_{i}} e^{2 S P b} e^{\hat{\lambda}} \equiv(\bar{Q}(\hat{\lambda}), b, \theta, \dot{\theta}), \tag{2.5}
\end{equation*}
$$

where $\bar{Q}(\hat{\lambda})$ is an abbreviation for the six coordinates $\hat{\lambda}=\hat{\alpha}+i \hat{\beta}$. Regarding the group manifold as being coordinated by $(Q, b, \theta, \dot{\theta})$ it may be verified from (2.4) that the group action is

$$
\begin{align*}
& G \times G \rightarrow G:\left(\bar{Q}_{1}, b_{1}, \alpha, \dot{,}\right)\left(\bar{Q}_{2}, b_{2}, \beta, \dot{\beta}\right) \\
&=\left(\bar{Q}_{1} \bar{Q}_{2}, b_{1}+\bar{Q}_{1} b_{2} \bar{Q}_{1}^{\dagger}+2 \alpha \beta \bar{Q}^{\dagger}\right. \\
&\left.\alpha+\bar{Q}_{1} \beta, \dot{\alpha}+\dot{\beta}_{\bar{Q}}^{\dagger}\right) . \tag{2.6}
\end{align*}
$$

(The virtue of working with quaternionic parameters is particularly apparent in this composition rule.) It is also
straightforward to verify that a left invariant 1 -form in this parameterization is given by

$$
\begin{align*}
\Omega_{m c} \equiv G^{-1} d G= & Q d \bar{Q}+2 S\left(P\left(Q[d b-\theta d \dot{\theta}] Q^{\dagger}\right)\right) \\
& +S_{d \dot{\theta} Q^{+}}+S_{Q d \theta} . \tag{2.7}
\end{align*}
$$

As indicated in the first section such a form plays an important role in constructing a connection form with values in the graded affine Lie algebra. In particular it may be used to derive the corresponding fundamental vector fields on the group manifold.

Defining the generalized exterior product of the algebra valued even forms as

$$
\begin{equation*}
\alpha \wedge \beta \equiv \mathscr{L}_{\alpha} \wedge \beta=\sum_{i, j} \alpha_{i} \wedge \beta_{j}\left[J^{i}, J^{j}\right], \tag{2.8}
\end{equation*}
$$

where the general algebra is generated by $J^{i}$ one may verify the Maurer-Cartan equation for (2.7):

$$
\begin{equation*}
d \Omega_{m c}=-\frac{1}{2} \Omega_{m c} \wedge \Omega_{m c} \tag{2.9}
\end{equation*}
$$

which also completely specifies the graded Lie algebra.

## 3. GRADED AFFINE FRAME BUNDLE

Considerable work has been done recently in making the notion of a superspace precise. ${ }^{8}$ For the purpose under discussion only the existence of a local chart with coordinate functions $Z^{M}=\left(x^{m}, z^{\mu}, z^{\dot{M}}\right)$ will be required where the established conventions for the nature of the eight coordinates will be adopted. [The $\boldsymbol{x}^{m}$ may in fact be taken as the coordinates of a point in $M$ which forms the base of an exterior vector bundle generated by the four elements $\left(z^{\mu}, z^{i}\right)$, i.e.,

$$
\begin{equation*}
N=U_{x} \sum_{k=0}^{4} \oplus \Lambda_{x}^{k}(V), \tag{3.1}
\end{equation*}
$$

where $\Lambda_{x}^{r}(V)$ is the space of $r$ th exterior powers of $V$ at $x$ and $V$ is the vector space spanned by $\left(z^{\mu}, z^{\mu}\right)$. For superfield applications this space is converted into a suitable module.]

Associated with each coordinate, directional derivatives $\partial / \partial z^{M} M \equiv \partial_{M}=\left(\partial_{m}, \partial_{\mu}, \partial_{\dot{\mu}}\right)$ are established together with their duals $\left(d x^{m}, d z^{\prime \prime}, d z^{\prime \prime}\right)$. These constitute a coordinate basis in $T_{z}(N)$ and $T_{z}^{*}(N)$, respectively. Writing $\Delta_{B}=\partial_{N} \cdot E_{B}^{N}$ and $\mathbf{E}^{\mathcal{A}}=E_{M}^{A} d Z^{M}$ quaternionic frames and coframes are defined (see Appendix)

$$
\begin{align*}
& \overline{\boldsymbol{\Delta}}=\overline{\mathbf{\partial}} \oplus \overline{\boldsymbol{\pi}}_{+} \oplus \overline{\boldsymbol{\pi}}_{+}=\boldsymbol{\Delta}_{A} \tilde{e}^{A},  \tag{3.2}\\
& \mathbf{E}=\mathbf{e} \oplus \boldsymbol{\epsilon} \oplus \dot{\boldsymbol{\epsilon}}=\mathbf{E}^{A} \tilde{e}_{A} . \tag{3.3}
\end{align*}
$$

Since all the elements of any bundle over superspace are graded, great care is needed to establish consistent ordering conventions. As different authors use different conventions in this respect it is useful to note at this point some of the differences that arise in graded differential geometry.

It is convenient to adopt a generalized Dirac notation. Thus a general $(r, s)$ type supertensor field will be expressed in the previous basis as

$$
\begin{equation*}
\mathbf{K}=\left(\boldsymbol{\Delta}_{A_{1}} \otimes \boldsymbol{\Delta}_{A_{2}} \otimes \cdots \otimes \boldsymbol{\Delta}_{A_{r}}\right) K_{B_{1} \cdots B_{s}}^{A_{1} \cdots A_{r}}\left(\mathbf{E}^{\boldsymbol{B}_{1}} \otimes \cdots \otimes \mathbf{E}^{B_{y}}\right) \tag{3.4}
\end{equation*}
$$

This can be embedded naturally into the quaternionic frame
expansion by defining the quaternion components

$$
\begin{equation*}
\tilde{K}=K_{B_{1} \cdots B_{1}}^{A_{1} \cdots A_{1}} \tilde{e}_{A_{1}} \otimes \ldots \tilde{e}_{A_{1}} \otimes \tilde{e}^{B_{1}} \otimes \cdots \otimes \tilde{e}^{B_{v}} \tag{3.5}
\end{equation*}
$$

and writing

$$
\begin{equation*}
\mathbf{K}=S(\bar{\Delta} \otimes \cdots \otimes \overline{\mathbf{\Delta}} \tilde{K} \mathbf{E} \otimes \cdots \otimes \mathbf{E}) \tag{3.6}
\end{equation*}
$$

where $S$ here acts tensorwise in each space. Covariant tensor are regarded as evaluating vectors from the left. Thus

$$
\begin{equation*}
\left(\mathbf{E}^{A_{1}}, \mathbf{E}^{A_{2}}, \ldots, \mathbf{E}^{A r}\right) \mathbf{K}\left(\boldsymbol{\Delta}_{B_{1}}, \boldsymbol{\Delta}_{B_{2}}, \ldots, \boldsymbol{\Delta}_{B_{s}}\right)=K_{B_{1} \cdots B_{r}^{\prime}}^{A_{1} \cdots A_{r}}(-1)^{\epsilon} \tag{3.7}
\end{equation*}
$$

where

$$
\epsilon=\sum_{j=1}^{s-1}\left(\prod_{i=j}^{s} B_{i}\right)+\sum_{j=2}^{r}\left(\prod_{i=1}^{j} A_{i}\right)
$$

For any covariant tensor field $K$ of degree $s$ the graded alternating tensor field $A \mathbf{K}$ is defined by
$A \mathbf{K}\left(\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{s}\right)=\frac{1}{s!} \sum_{\pi} \epsilon(\pi) \mathbf{K}\left(\mathbf{X}_{\pi(1)}, \mathbf{X}_{\pi(2)}, \ldots, \mathbf{X}_{\pi(s)}\right)$,
where $\Sigma_{\pi}$ is taken over all permutation $\pi$ of $(1,2, \ldots, s)$ and $\epsilon(\pi)$ is the parity of the permutation taking into account the gradings of the arguments [e.g., if $(1,2)$ are both odd and $\pi(1,2)=(2,1)$ then $\epsilon(\pi)=1]$. The graded wedge product is then

$$
\omega \wedge \omega^{\prime}=A\left(\omega \otimes \omega^{\prime}\right)
$$

Hence if $\omega$ and $\omega^{\prime}$ are $r$ and $s$ forms, respectively,

$$
\begin{align*}
& \left(\omega \wedge \omega^{\prime}\right)\left(\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{r+s}\right) \\
& \quad=\frac{1}{(r+s)!} \sum \epsilon(J: K) \omega\left(\mathbf{Y}_{J_{\mathbf{1}}}, \ldots, \mathbf{Y}_{J_{r}}\right) \omega^{\prime}\left(\mathbf{Y}_{K_{1}}, \ldots, \mathbf{Y}_{K_{5}}\right) \tag{3.10}
\end{align*}
$$

where the sum is over all possible partitions of $(1, \ldots, r+s)$ into $\left(J_{1}, \ldots, J_{r}\right)$ and $\left(K_{1}, \ldots, K_{s}\right)$ and $\epsilon(J: K)$ is the graded sign of the permutation $(1, \ldots, r+s) \rightarrow\left(J_{1}, \ldots, J_{r}, K_{1}, \ldots, K_{s}\right)$.

The following are adopted for graded functions $g, f^{M}$, coordinates $Z^{M}$ vector fields $\mathbf{X}, \mathbf{Y}$ :
(a) $d z^{\prime \prime}\left(\partial_{N}\right)=\delta_{N}^{M}$,
(b) $d f^{M}=d Z^{N}\left(\partial_{N} f^{M}\right)$

$$
=(-1)^{N(N+M)}\left(\partial_{N} f^{M}\right) d z^{N}
$$

(c) $(\mathbf{X}) f^{M}=(-1)^{f X} d f^{M}(\mathbf{X})$
$=(-1)^{X N} X^{N}\left(\partial_{N} f^{M}\right)$,
(d) $\mathscr{L}_{\mathbf{Y}} f^{M}=(\mathbf{Y}) f^{M}$,
(e) $\mathscr{L}_{\mathbf{Y}} \mathbf{X}=\{\mathbf{Y}, \mathbf{X}\}=\left(\mathbf{X Y}-(-1)^{X Y} \mathbf{Y} \mathbf{X}\right)$,
(f) $\mathscr{L}_{\mathbf{Y}} \circ d=d \circ \mathscr{L}_{\mathbf{Y}}$,
(g) $\mathscr{L}_{\mathbf{Y}}(f g)=(\mathbf{Y})(f g)=(\mathbf{Y}) f \cdot g+(-1)^{\mathbf{Y} f} f \cdot(\mathbf{Y}) g$,
(h) $\mathscr{L}_{\mathbf{Y}}\left(d f^{M}(\mathbf{X})\right)=\left(\mathscr{L}_{\mathbf{Y}}\left(d f^{M}\right)\right) \cdot \mathbf{X}$

$$
+(-1)^{\text {Yf }} d f^{M}\left(\mathscr{L}_{\mathbf{Y}}(\mathbf{X})\right)
$$

and any superscript to $(-1)$ is 0 or 1 according to whether the associated symbol is even or odd.

Returning to the construction of a bundle over $N$, a linear frame at $z \in N$ is an ordered basis $\left(\overline{\boldsymbol{\partial}}, \bar{\pi}_{+}, \overline{\dot{\pi}}_{+}\right)$of $T_{z}(N)$. Define $O N$ to be the set of all such frames at all points of $N$. The SL(2C) group acts on the frame at $Z$ according to the rule

$$
\begin{equation*}
u \equiv\left(\overline{\boldsymbol{\partial}}, \bar{\pi}_{+}, \bar{\pi}_{+}\right) \xrightarrow{Q}\left(\bar{Q}^{+} \bar{\partial} \bar{Q}, \bar{\pi}_{+} \bar{Q}, \bar{Q}^{+} \bar{\pi}_{+}\right) \tag{3.11}
\end{equation*}
$$

so the 14 local coordinates $(z, \hat{\lambda})$ serve to specify a frame in $O N(N, S L 2 C)$, the linear frame bundle over superspace with $\mathrm{SL}(2 \mathrm{C})$ as structure group. A connection on this bundle is specified by giving a complex $q$-vector valued 1 -form which may be locally pulled back to a 1 -form $\hat{\omega} \in T^{*}(N)$ transforming under a change of section in $O N(N, S L 2 C)$ as

$$
\begin{equation*}
\hat{\omega} \rightarrow Q \hat{\omega} \bar{Q}+Q d \bar{Q} \tag{3.12}
\end{equation*}
$$

$\hat{\omega}$ is fixed in any local gauge by specifying 48 real superfields. The super torsion 2 -form $\mathbf{T}$ is calculated in a manner analogous to that indicated in the first section:

$$
\begin{align*}
\mathbf{T} & \equiv D_{\omega} \mathbf{E}=D_{\omega} \mathbf{e} \oplus D_{\omega} \mathbf{\epsilon} \oplus D_{\omega} \dot{\mathbf{\epsilon}} \\
& =d \mathbf{e}+2 \mathscr{A}(\hat{\omega} \wedge \mathbf{e}) \oplus d \mathbf{\epsilon}+\hat{\omega} \wedge \mathbf{\epsilon} \oplus d \dot{\mathbf{\epsilon}}-\dot{\mathbf{\epsilon}} \wedge \hat{\omega}^{\dagger} \\
& \equiv \mathbf{T}_{B} \oplus \mathbf{T}_{F} \oplus \mathbf{T}_{\dot{F}} \tag{3.13}
\end{align*}
$$

Analogously the super curvature 2-form is

$$
\begin{equation*}
\hat{\mathbf{R}}=d \hat{\omega}+\hat{\omega} \wedge \hat{\omega} \tag{3.14}
\end{equation*}
$$

Having established the notion of the linear frame bundle over $N$ whose fibers locate the $\operatorname{SL}(2, C)$ orientation of the linear frame, attention is now turned to the definition of a graded affine frame bundle over $N$.

The basic idea is to regard the tangent vector space $T_{z}(N)$ at $z$ as an affine space in which one can define an operation of translating the origin of the vector space. With this interpretation it is denoted by $A_{z}(N)$ and referred to as the tangent affine space. In addition to the ordered basis of tangent vectors used to define the linear frame a graded vector is now required to locate an "origin" for the linear frame within the affine tangent space. Specifying this completes the description of an affine frame at $z$. Denoting the components of the "origin" vector by ( $p^{a}, p^{\alpha}, p^{\alpha}$ ) and embedding them in the quaternionic algebra as $\left(p_{b}, p_{f}, p_{f}\right)$ the graded affine frame will be denoted by the set

$$
\begin{equation*}
(\bar{\Delta}, \mathbb{P}) \equiv\left(\overline{\overline{\mathbf{d}}}, \bar{\pi}_{+}, \overline{\dot{\pi}}_{+} ; S\left(\overline{\mathbf{\partial}} \cdot p_{b}+\bar{\pi}_{+} \cdot p_{f}+\overline{\dot{\pi}} \cdot \dot{p}_{f}\right)\right. \tag{3.15}
\end{equation*}
$$

where $P \in A_{z}(N)$. Such a frame may be identified with a graded affine transformation that maps a standard linear frame at $\mathbb{P}=0$ into it. The right action of the graded group element $G=(Q, b, \theta, \dot{\theta})$ on the affine frame will be defined by

$$
\begin{align*}
(\bar{\Delta}, \mathbb{P}) \rightarrow & {\left[\bar{Q}^{+} \bar{\partial} \bar{Q}, \bar{\pi}_{+} \bar{Q}, \bar{Q}^{+}{\overline{\tilde{r}_{+}}} ;\right.} \\
& \left.\mathbb{P}+S\left(\overline{\mathbf{\sigma}} \cdot\left(b+p_{f}\right)+\bar{\pi}_{+} \theta+\dot{\dot{\pi}_{+}} \dot{\theta}\right)\right] \tag{3.16}
\end{align*}
$$

and it may be verified that

$$
\begin{equation*}
\left((\overline{\mathbf{\Delta}}, \mathbb{P}) G_{1}\right) G_{2}=(\overline{\mathbf{\Delta}}, \mathbb{P})\left(G_{1} G_{2}\right) \tag{3.17}
\end{equation*}
$$

Thus a point in the graded affine frame bundle $A N(N, G)$ can be coordinated by $(z, \hat{\lambda}, b, \theta, \dot{\theta})$ and a group motion in the fiber at $z$ induces the affine transformations

$$
\begin{align*}
& p_{b} \rightarrow Q\left[p_{b}+b+P_{f} \dot{\theta}\right] Q^{\dagger} \\
& p_{f} \rightarrow Q\left[p_{f}+\theta\right] \\
& \dot{p}_{f} \rightarrow\left[p_{f}+\dot{\theta}\right] Q^{\dagger} \tag{3.18}
\end{align*}
$$

in addition to the $\operatorname{SL}(2, C)$ transformations. Since $(Q, 0,0,0)$ is a subgroup of $G$ we may regard $(b, \theta, \dot{\theta})$ as coordinates on the coset space $G / \mathrm{SL}(2, \mathrm{C})$ and there is a correspondence between this coset space and the motion of the graded affine frame at $z$ that has been quotiented by its $\operatorname{SL}(2, C)$ rotations. Indeed the coset space may be used as base space of "rigid" supersymmetry with $b$ interpreted as a Minkowski space-
time coordinate. In Minkowski space all the $T_{x}(M)$ are isomorphic with each other and with $M$ itself. Regarding the latter as an affine space it is clear that any coset frame in $A M(M, \mathrm{SL}(2, \mathrm{C})$ generated by $\operatorname{SL}(2, \mathrm{C})$ subgroup will serve as a space on which to define Poincaré transformations induced by $P$. The fiber symmetry is enlarged by using the "global" supersymmetry operations ${ }^{10}$ (with parameter $\alpha$ ) as fundamental vector fields

$$
\mathbf{X}_{(a)}^{ \pm}=S\left(\partial_{\theta} . \alpha \pm \partial_{b} \cdot \theta \dot{\alpha}\right), \quad \in T_{u}(G / \mathrm{SL}(2, \mathrm{C}))
$$

in order to generate diffeomorphisms. With the gauging of $\mathrm{SL}(2 \mathrm{C})$ however, $b$ must regain the status of a group parameter in a fiber over the (curved) superspace base.

The relationship between a connection on $A N(N, G)$ and the linear connection on $O N(N, S L(2, \mathrm{C}))$ will now be examined.

The graded generalized affine connection is introduced with the set of 1 -forms $(\hat{\omega}, \eta, \rho, \dot{\rho}) \in T^{*}(N)$, where

$$
\begin{array}{ll}
\hat{\omega}=\omega_{a} \hat{e}_{a}, & \eta=\eta_{k} \tilde{e}_{k}, \\
\rho=\rho_{c x} \tilde{e}_{\alpha x}, & \dot{\rho}=\rho_{\dot{\alpha}} \tilde{e}_{\dot{x}}, \tag{3.19}
\end{array}
$$

and may be written in a local section

$$
\begin{equation*}
\Omega=\hat{\omega}+2 S(P \eta)+S_{\rho}+S_{\rho} \rightarrow G^{-1} \Omega G+G^{-1} d G \tag{3.20}
\end{equation*}
$$

Using the relations (2.4) and the Maurer-Cartan 1-form (2.7) one finds for the element

$$
\begin{align*}
& G=(Q, b, \theta, \dot{\theta}) \\
& \hat{\omega} \rightarrow Q \hat{\omega} \bar{Q}+Q d \bar{Q}, \\
& \eta \rightarrow Q\left[\eta+D_{\omega} b-\theta D_{\omega} \dot{\theta}+2 \mathscr{H}(\rho \dot{\theta})\right] Q^{+} \\
& \rho \rightarrow Q\left[\rho+D_{\omega} \theta\right] \\
& \dot{\rho} \rightarrow\left[\dot{\rho}+D_{\omega} \dot{\theta}\right] Q^{\dagger} \tag{3.2t}
\end{align*}
$$

where covariant derivatives with respect to the connection $\hat{\omega}$ associated with the subgroup $(Q, 0,0,0)$ have been used:

$$
\begin{align*}
& D_{\omega} \theta \equiv d \theta+\widehat{\omega} \theta \\
& D_{\omega} \dot{\theta} \equiv d \dot{\theta}+\dot{\theta} \hat{\omega}^{\dagger} \\
& D_{\omega} b \equiv d b+\widehat{\omega} b+b \widehat{\omega}^{+} . \tag{3.22}
\end{align*}
$$

The curvature 2 -form of this connection is

$$
\begin{align*}
\mathbb{R} & =d \Omega+\frac{1}{2} \Omega \wedge \Omega \\
& \equiv \hat{R}_{\omega}+2 S\left(P R_{\eta}\right)+S_{R_{j}}+S_{R_{j}} \tag{3.23}
\end{align*}
$$

where ( $\hat{R}_{\omega}, R_{\eta}, R_{\rho}, R_{\dot{\rho}}$ ) are complex quaternionic valued. Using the generalized algebra exterior product (2.8) one finds

$$
\begin{align*}
& \hat{R}_{\omega}=d \hat{\omega}+\hat{\omega} \wedge \hat{\omega} \\
& R_{\eta}=D_{\omega} \eta+\rho \wedge \dot{\rho} \\
& R_{\rho}=D_{\omega} \rho \\
& R_{\dot{\rho}}=D_{\omega} \dot{\rho} \tag{3.24}
\end{align*}
$$

where

$$
\begin{align*}
& D_{\omega j} \eta=d \eta+\widehat{\omega} \wedge \eta-\eta \wedge \hat{\omega}^{\dagger} \\
& D_{\omega} \rho=d \rho+\widehat{\omega} \wedge \rho \\
& D_{\omega} \dot{\rho}=d \dot{\rho}-\dot{\rho} \wedge \widehat{\omega}^{\dagger} \tag{3.25}
\end{align*}
$$

The connection transformations (3.20) induce the following transformations on the algebra components of $\mathbb{R}$ under $(Q, b, \theta, \dot{\theta}):$

$$
\begin{align*}
& \hat{R}_{\omega} \rightarrow Q \hat{R}_{\omega} \bar{Q} \\
& R_{\eta} \rightarrow Q\left[R_{\eta}+D_{\omega}^{2} b-\theta D_{\omega}^{2} \dot{\theta}+2 \mathscr{H}\left(D_{\omega} \rho \dot{\theta}\right)\right] Q^{\dagger} \\
& R_{\rho} \rightarrow Q\left[D_{\omega} \rho+D_{\omega}^{2} \theta\right] \\
& R_{\dot{\rho}} \rightarrow\left[D_{\omega} \dot{\rho}+D_{\omega}^{2} \dot{\theta}\right] Q^{\dagger} \tag{3.26}
\end{align*}
$$

It may be noted that the second order exterior covariant derivatives in (3.26) generate the homogeneous $Q$ curvatures:

$$
\begin{align*}
& D_{\omega}^{2} \theta=\hat{R}_{\omega} \theta \\
& D_{\omega}^{2} \theta=\dot{\theta} \hat{R}_{t \omega}^{\dagger} \\
& D_{\omega}^{2} b=\hat{R}_{\omega} b+b \hat{R}_{\omega}^{\dagger} \tag{3.27}
\end{align*}
$$

At this point it should be stressed that the generalized affine connection 1 -forms $(\hat{\omega}, \eta, \rho, \rho)$ are completely independent of the affine coframe set $\left(\mathbf{e}, \boldsymbol{\epsilon}, \dot{\epsilon}, p_{B}, p_{F}, p_{\dot{F}}\right)$ Now the fiber at $z$ is isomorphic to the $G$ group manifold. If this space is partitioned into its cosets generated by the $\operatorname{SL}(2, C)$ subgroup then the coset space $G / \mathrm{SL}(2, \mathrm{C})$ has the correct dimension to set up a correspondence between it and the tangent space $T_{z}(N)$. More precisely the bundle $A N(N, G)$ may be reducible to the bundle $O N(N, \mathrm{SL}(2, C))$ by sectioning the fibers $G / \mathrm{SL}(2, \mathrm{C})$. Locally one may regard this as smoothly choosing the group parameters $(b, \theta, \dot{\theta})$ with $z$ so that the associated affine frame is converted to a linear frame with a fixed origin for each $z$ and the structure group is reduced to the residual $\mathrm{SL}(2, \mathrm{C})$. Globally the existence of this Higgs mechanism requires the existence of a global section that clearly depends on the nature of the bundle topology. To relate the generalized affine connection 1 -forms and the affine frames a Cartan-type connection will be established relating ( $\eta, \rho, \dot{\rho}$ ) to the linear coframes (e, $\epsilon, \dot{\epsilon})$ in a covariant manner. Using the transformations ( 3.21 ), ( 3.18 ) one verifies that such a correspondence may be taken as:

$$
\begin{align*}
& \rho=\boldsymbol{\epsilon}+D_{\omega} p_{F}, \\
& \dot{\rho}=\dot{\epsilon}+D_{\omega} \dot{p}_{F}, \\
& \eta=-i \mathbf{e}+D_{\omega} p_{b}-p_{F} D_{\omega} \dot{p}_{F}+2 \mathscr{H}\left(\boldsymbol{\epsilon} \dot{p}_{F}\right) \tag{3.28}
\end{align*}
$$

For a given $\hat{\omega}$ on $\operatorname{ON}(N, \operatorname{SL}(2, \mathrm{C}))$ and canonical form $(\mathrm{e}, \boldsymbol{\epsilon}, \dot{\epsilon})$ the forms $(\hat{\omega}, \eta, \rho, \dot{\rho})$ fixed by this condition establish a graded Cartan connection on $A N(N, G)$. With the aid of the fundamental vector fields on this bundle one can study the parallel transport of affine frames on lifted curves in terms of the $\mathrm{SL}(2, \mathrm{C})$ rotations of the linear frames and their translations ( $p_{B}, p_{F}, p_{F}$ ) in the tangent affine space. The curvature of the graded Cartan connection can be now calculated in terms of the linear coframe fields:

$$
\begin{equation*}
\mathbf{R}_{\eta}=-i \mathbf{T}_{B}+\boldsymbol{\epsilon} \wedge \dot{\mathbf{\epsilon}}+D_{\omega}^{2} P_{b}-p_{F} \dot{p}_{F} \hat{\mathbf{R}}_{\omega}^{\dagger}+2 \mathscr{H}\left(\mathbf{T}_{F} \dot{p}_{F}\right), \tag{3.29}
\end{equation*}
$$

$\mathbf{R}_{\rho}=\mathbf{T}_{F}+\hat{\mathbf{R}}_{\omega} p_{F}$,
$\mathbf{R}_{\dot{\rho}}=\mathbf{T}_{\dot{F}}+\dot{p}_{F} \hat{\mathbf{R}}^{+}$.
If the structure group is reduced to $\mathrm{SL}(2, \mathrm{C})$ with a section that sets $\mathbb{P}=0$ the linear coframes become identified with
the graded translation components of the $A N$ connection and the affine curvatures are simply related to the torsions on $O N$.

A relation has consequently been traced between the gauging of the graded affine group in superspace and the geometry established by reducing $A N(N, G)$ to $O N(N, S L(2, \mathrm{C}))$. Within this residual bundle of graded 1 linear frames the $\operatorname{SL}(2, C)$ connection $\omega$ is entirely free at this point. This process of bundle reduction may be phrased in the language of spontaneous symmetry breakdown. Indeed by replacing the graded affine group by the graded de-Sitter group much of the discussion on development and reduction in Ref. 4 may be generalized to the situation discussed in this paper. However, a complete motivation along these would appear to demand a generalized action principle with solutions giving topological information.

To make contact with simple supergravity in a superspace geometry Wess and Zumino ${ }^{11}$ have fixed the connection $\hat{\omega}$ in terms of the torsion $\left(\mathbf{T}_{B}, \mathbf{T}_{F}, \mathbf{T}_{F}\right)$ :

$$
\begin{align*}
& \mathbf{T}_{B}=i \boldsymbol{\epsilon} \wedge \dot{\boldsymbol{\epsilon}},  \tag{3.32}\\
& \mathbf{T}_{F}=\left[T_{b b}^{\alpha} \mathbf{e}^{b} \wedge \mathbf{e}^{c}+T_{\beta c}^{\alpha} \epsilon^{\beta} \wedge \mathbf{e}^{c}+T_{\beta c}^{\alpha} \epsilon^{\dot{\beta}} \wedge \mathbf{e}^{c}\right] \tilde{e}_{\alpha}, \\
& \mathbf{T}_{F}=\left[T_{b c}^{\dot{c}} \mathbf{e}^{b} \wedge \mathbf{e}^{c}+T_{\beta c}^{\dot{\alpha}} \mathbf{e}^{\beta} \wedge \mathbf{e}^{c}+T_{\dot{\beta}}^{\dot{\alpha}} \epsilon^{\dot{\beta}} \wedge \mathrm{e}^{c}\right] \tilde{e}_{\dot{\alpha}} \tag{3.33}
\end{align*}
$$

One observes that (3.32) implies the vanishing of $\mathbf{R}_{\eta}$ in the $\mathbb{P}=0$ gauge. This connection will be employed in the last section where a return is made to the local supersymmetry transformations discussed in Sec. 1.

## 4. CONNECTION PRESERVING SUPERSPACE DIFFEOMORPHISMS

The use of tensors over superspace to discuss supergravity of course relegates passive supercoordinate transformations at $z$ to the status of labelling conventions. The fundamental nature of local supersymmetry transformations on the manifold $N$ must be sought in the nature of particular transformations generated by certain vector fields. Having reduced the gauge group to $\operatorname{SL}(2, C)$ it may at first seem unlikely that transformations on the linear frames analogous to the graded affine transformations (3.21) could be given any natural formulation in terms of covariant operations involving the $\operatorname{SL}(2, C)$ connection $\hat{\omega}$. It will be shown, however, that at least within a certain choice of "gauge" (the WessZumino gauge) such transformations can be identified with an intrinsic derivation.

The basic observation is to demand that once the torsion conditions have established an $\operatorname{SL}(2, C)$ connection on ON ( $N, \mathrm{SL}(2, \mathrm{C})$ ), transformations should be sought that leave this choice invariant. More precisely a diffeomorphism $f: N \rightarrow N$ that maps one point of $N$ smoothly to another should induce no change in $\hat{\omega}$.

$$
\begin{equation*}
f^{*} \hat{\omega}=\hat{\omega} \tag{4.1}
\end{equation*}
$$

(By comparison one recalls that on a space with a metric tensor $g, f$ is an isometry if $f^{*} g=g$. The generators of $f$ are termed Killing vectors). Incidentally any transformation will induce a transformation on $O N$ that leaves the canonical form invariant. Such a diffeomorphism is characterized by a
vector field $X=\partial_{M} \cdot X^{M}$ say which may be thought of as the velocity field of a steady flow on the manifold as each point displaces according to the map $f$. A particular characterization of $\mathbf{X}$ will be sought (by finding an equation for its components in some basis) so that the Lie derivative of $\hat{\omega}$ vanishes. Such a vector field is said to generate an affine transformation. ${ }^{12}$

In dealing with active motions on a manifold with connection it is preferable to translate the connection one form into a graded type-preserving Koszul connection $\nabla$. Given $\hat{\omega}$ and with an arbitrary vector field $\mathbb{X}$ :

$$
\begin{equation*}
\mathbb{X}=\mathbf{X}+\lambda+\dot{\mu} \equiv \equiv_{a} \cdot \boldsymbol{X}^{\alpha}+\boldsymbol{\pi}_{c \cdot} \cdot \lambda^{\alpha} \boldsymbol{\pi}_{\dot{\alpha}} \cdot \lambda^{\dot{\alpha}} . \tag{4.2}
\end{equation*}
$$

$\nabla$ is defined by

$$
\begin{align*}
& \nabla_{\mathrm{X}} \overline{\bar{\partial}}=2 \mathscr{A}(\overline{\mathrm{\partial}} \cdot \hat{\omega}(\mathbf{X})), \\
& \nabla_{\lambda} \overline{\mathbf{a}}=2 \mathscr{A}(\overline{\mathbf{\partial}} \cdot \hat{\omega}(\lambda)), \\
& \nabla_{\mu} \overline{\mathrm{a}}=2 \mathscr{A}(\overline{\mathrm{a}} \cdot \hat{\omega}(\dot{\mu})), \\
& \nabla_{\mathbf{X}} \overline{\boldsymbol{\pi}}_{+}=\bar{\pi}_{+} \hat{\omega}(\mathbf{X}), \\
& \nabla_{\lambda} \bar{\pi}_{+}=\bar{\pi}_{+} \hat{\omega}(\lambda), \\
& \nabla_{\dot{\mu}} \overline{\boldsymbol{\pi}}_{+}=\bar{\pi}_{+} \hat{\omega}(\dot{\mu}), \\
& \nabla_{\mathbf{x}} \overline{\bar{T}}_{+}=\hat{\omega}(\mathbf{X}) \overline{\bar{T}}_{+}, \\
& \nabla_{\lambda} \overline{\bar{\pi}}_{+}=\hat{\omega}(\lambda) \overline{\dot{\pi}}_{+}, \\
& \nabla_{\mu} \bar{\tau}_{+}=\hat{\omega}(\dot{\mu}) \overline{\bar{\pi}}_{+} . \tag{4.3}
\end{align*}
$$

If one agrees to commute quaternionic elements across $\otimes$ these formula are summarized in the familiar form:

$$
\begin{equation*}
\nabla(\overline{\mathbf{\Delta}})=2 \mathscr{A}(\bar{\partial} \otimes \hat{\omega})+\bar{\pi}_{+} \otimes \hat{\omega}+\hat{\omega}^{+} \otimes \overline{\vec{\pi}}_{+} \tag{4.4}
\end{equation*}
$$

In this language the $(1,2)$ torsion tensor $\mathbb{T}$ is defined by

$$
\begin{equation*}
T(\mathbf{X}, \mathbf{Y})=\nabla_{\mathbf{X}} \mathbf{Y}-\nabla_{\mathbf{Y}} \mathbf{X}-\{\mathbf{X}, \mathbf{Y}\} \tag{4.5}
\end{equation*}
$$

and the curvature operator of this connection is

$$
\begin{equation*}
\mathbb{R}(\mathbf{X}, \mathbf{Y})=\left\{\nabla_{\mathbf{X}}, \nabla_{\mathbf{Y}}\right\}-\nabla_{\{\mathbf{X}, \mathbf{Y}\}}, \tag{4.6}
\end{equation*}
$$

where $\mathbf{X}$ and $\mathbf{Y}$ are arbitrary graded vector fields on $N$. The derivation that is needed to determine the generator $\mathbf{X}$ of affine transformation is $A_{X} \equiv \mathscr{L}_{X}-\nabla_{X}$. For any vector fields $\mathbf{X}, \mathbf{Y}$, one sees from (4.5) that

$$
\begin{equation*}
A_{\mathbf{X}} \mathbf{Y}=-\nabla_{\mathbf{Y}} \mathbf{X}-\mathbb{T}(\mathbf{X}, \mathbf{Y}) \tag{4.7}
\end{equation*}
$$

Furthermore it is not difficult to show that the required generator $\mathbf{X}$ must satisfy

$$
\begin{equation*}
\nabla_{\mathbf{Y}}\left(\mathbf{A}_{\mathbf{X}}\right)=\mathbb{R}(\mathbf{X}, \mathbf{Y}) \tag{4.8}
\end{equation*}
$$

for all $Y$. Defining $\nabla_{N}$ by

$$
\begin{equation*}
\nabla_{\mathbf{Y}}\left(\partial_{M} \cdot X^{M}\right)=\partial_{M} \cdot\left(\nabla_{N} X^{M}\right) Y^{N} \tag{4.9}
\end{equation*}
$$

Eq. (4.8) implies that in a local coordinate system

$$
\begin{equation*}
\nabla_{L}\left(\nabla_{J} X^{I}+T_{K J}^{i} X^{K}\right)+R_{J K L}^{\prime} X^{K}=0 \tag{4.10}
\end{equation*}
$$

In the Wess-Zumino gauge one can examine the action of $A_{\mathbf{X}}$ on $\boldsymbol{\partial}_{M}$ for $\mathbf{X}$ an odd affine generator and project the resulting vector onto an anholonomic basis. Thus with $\mathbf{E}^{A}(\mathbb{T})=\mathbf{T}^{A}$,

$$
\begin{equation*}
\mathbf{E}^{A}\left(A_{\mathrm{X}} \partial_{M}\right)=-\nabla_{M} X^{A}-\mathbf{T}^{A}\left(\partial_{B} \cdot X^{B}, \partial_{M}\right) \tag{4.11}
\end{equation*}
$$

Comparing this result with Ref. 13 leads to the identification $\mathbf{E}^{A}\left(A_{\mathrm{X}} \partial_{M}\right)=\delta E_{M}^{A}$ and the calculations therein recover the local supersymmetry transformations together with their
minimal auxilliary field content. Thus in the Wess-Zumino gauge the coframe 1 -forms $\epsilon$ and $\dot{\epsilon}$ contain the gravitino 1 forms $\chi$ and $\dot{\chi}$ introduced in Sec. 1 and the bosonic frame $e$ contains the space-time tetrad (whose coordinate components are the conventional vierbeins $e_{m}^{a}$ ). In this gauge, for example, by taking components of (4.11) there results:

$$
\begin{align*}
\delta E_{m}^{a}= & \delta e_{m}^{\alpha}(x)=e^{a}\left(A_{\mathbf{x}} \partial_{m}\right) \\
= & -\mathbf{T}^{a}\left(\pi_{\beta} \cdot X^{\beta}, \pi_{a}\right) \chi_{m}^{\alpha}(x)-\mathbf{T}^{\alpha}\left(\pi_{\beta} \cdot X^{\beta}, \pi_{\alpha}\right) \chi_{m}^{\dot{\alpha}}(x) \\
\delta E_{m}^{\alpha}= & \delta \chi_{m}^{\alpha}(x)=\epsilon^{\alpha}\left(A_{\mathbf{X}} \partial_{m}\right) \\
& =-D_{m} X^{\alpha}-\mathbf{T}^{\alpha}\left(\pi_{\beta} \cdot X^{\beta}, \partial_{a}\right) e_{m}^{a} \\
& -\mathbf{T}^{\alpha}\left(\pi_{\dot{\beta}} \cdot X^{\dot{\beta}}, \partial_{a}\right) e_{m}^{a}, \tag{4.12}
\end{align*}
$$

where
$D_{m} X^{\alpha} \equiv-e_{m}^{a}\left(\partial_{a} X^{\alpha}\right)+\sum_{\beta=\gamma, \dot{\gamma}}\left[\tilde{e}^{\alpha} \hat{\omega}(x)_{\alpha} e_{m}^{a}(x)\right]_{\beta} X^{\beta}$.
Thus the complete local supersymmetry transformations of supergravity appear in the Wess-Zumino superspace gauge to be intimately related to the derivation $A_{X}$ which in turn may be used to specify the generator of affine transformation on the superspace manifold.

## CONCLUSION

In this paper the relation between the gauging of the graded Affine group and the process of reduction to the SL(2, C) gauge group has been traced with the aid of a Cartan type connection on the graded Affine frame bundle. The methodology offers several generalizations to extended and unified theories of supergravity formulated in a superspace. Once a graded algebra has been chosen to extend the Affine group an extended bundle of Affine frames would appear to offer an attractive arena for the discussion of spontaneous bundle reduction. The dimension and grading of the base supermanifold can be adjusted so that a matching can be achieved between the coset spaces that prefigure in the spontaneous symmetry breakdown and the generalized superspace tangent spaces. The phenomenon of mass generation in matter fields would then be tied to the existence of a section that includes gravitational effects. Certainly it is to be expected that the interpretation of spontaneous symmetry breakdown will undergo a modification in the presence of gravity.
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## APPENDIX

The 3 elements $\hat{e}_{a}(a=1,2,3$, in the ring of quaternions obey

$$
\begin{equation*}
\hat{e}_{a} \hat{e}_{b}=-\delta_{a b}+\epsilon_{a b c} \hat{e}_{c} \tag{A1}
\end{equation*}
$$

A general complex quaternion is denoted

$$
\begin{equation*}
q=a_{4}+\sum_{b=1}^{3} a_{b} \hat{e}_{b} \tag{A2}
\end{equation*}
$$

where $a_{4}$ and $a_{b} \in C$. The conjugate quaternion $\bar{q}$ is

$$
\begin{equation*}
\bar{q}=a_{4}-\sum_{b=1}^{3} a_{b} \hat{e}_{b} \tag{A3}
\end{equation*}
$$

Complex conjugation commutes with quaternionic conjugation

$$
\begin{equation*}
q^{*}=a_{4}^{*}+\sum_{b=1}^{3} a_{b}^{*} \hat{e}_{b} \tag{A4}
\end{equation*}
$$

and the Hermitian conjugate is $q^{\dagger}=\bar{q}^{*}$. In terms of these operations are defined the following:

$$
\begin{align*}
& 2 \operatorname{Re}(q)=q+q^{*} \\
& 2 i \operatorname{Im}(q)=q-q^{*} \\
& 2 S(q)=q+\vec{q} \tag{A5}
\end{align*}
$$

$$
\begin{aligned}
& 2 V(q)=q-\bar{q} \\
& 2 \mathscr{H}(q)=q+q^{\dagger} \\
& 2 \mathscr{A}(q)=q-q^{\dagger}
\end{aligned}
$$

If $V(q)=0[S(q)=0] q$ will be called a $q$ scalar ( $q$ vector). It is Hermitian (anti-Hermitian) if $q^{+}=+(-) q$. Four real entities $\left(b_{0}, b_{a}\right)$ may be embedded into an anti-Hermitian quaternion by writing

$$
\begin{equation*}
b=i b_{o}+\sum_{a=1}^{3} b_{a} \hat{e}_{a} \tag{A6}
\end{equation*}
$$

If a 4-space has metric $g=-\mathbf{e}^{o} \otimes \mathbf{e}^{o}+\Sigma_{a=1}^{3} \mathbf{e}^{a} \otimes \mathbf{e}^{a}$ in terms of real 1-forms $\left(\mathbf{e}^{o}, e^{a}\right)$ then an anti-Hermitian coframe is defined as

$$
\begin{equation*}
\mathrm{e}=i \mathrm{e}^{o}+\sum_{o=1}^{3} \mathrm{e}^{a} \hat{e}_{a} \tag{A7}
\end{equation*}
$$

with norm $\overline{\mathbf{e}}=\overline{\mathbf{e}} \mathbf{e}=d s^{2}$. If $Q$ is a complex unit norm quaternion $Q \bar{Q}=\bar{Q} Q=1$ then $\mathrm{e}^{\prime}=Q \mathrm{e} Q^{\dagger}$ is also anti-Hermitian and has unit norm

$$
\begin{equation*}
\mathbf{e}^{\prime} \overline{\mathbf{e}}^{\prime}=Q \mathbf{e} Q^{\dagger} \bar{Q}^{\dagger} \overline{\mathbf{e}} \bar{Q}=Q \mathbf{e} \overline{\mathbf{e}} \bar{Q}=\mathbf{e} \overline{\mathbf{e}} \tag{A8}
\end{equation*}
$$

since eē is a $q$ scalar. Hence $Q$ generates proper local Lorentz transformations and it may be parametrized in terms of 3 angles $\left(\alpha_{a}\right)$ and 3 boosts $\left(\beta_{\alpha}\right)$ :

$$
Q=e^{\hat{\alpha}+i \hat{\beta}}
$$

where

$$
\begin{aligned}
& \hat{\alpha}=\sum_{a=1}^{3} \alpha_{a} \hat{e}_{a} \\
& \hat{\beta}=\sum_{a=1}^{3} \beta_{a} \hat{e}_{a}
\end{aligned}
$$

and the symbol will in general denote a $q$-vector.
A complex quaternionic $p$ form $A_{p}$ is a $p$ form with complex quaternionic components in any basis of a real cotangent space. For graded forms there is the relation

$$
\begin{equation*}
\overline{A_{p} \wedge B_{q}}=(-1)^{P q+A B} \bar{B}_{q} \wedge \bar{A}_{p} \tag{A10}
\end{equation*}
$$

although $A_{p} \wedge B_{q}=(-1)^{p q+A B} B_{q} \wedge A_{p}$ only if one of the forms is $q$ scalar. Under complex conjugation of odd $o$ forms the rule

$$
\begin{equation*}
\left(\phi_{1} \phi_{2}\right)^{*}=\phi_{2}^{*} \phi_{1}^{*}=-\phi_{1}^{*} \phi_{2}^{*} \tag{A11}
\end{equation*}
$$

is adopted. Hence for general odd forms

$$
\begin{equation*}
(\alpha \wedge \beta)^{*}=-\alpha^{*} \wedge \beta^{*} \tag{A12}
\end{equation*}
$$

and for all forms (even or odd)

$$
\begin{equation*}
\left(A_{p} \wedge B_{q}\right)^{\dagger}=(-1)^{p q} B_{q}^{\dagger} \wedge A_{p}^{\dagger} \tag{A13}
\end{equation*}
$$

If $A$ is a complex $2 \times 2$ matrix with $\operatorname{det} A=1$ the complex $\mathrm{SL}(2, \mathrm{C})$ spinors are 2 -component vectors transforming as

$$
\begin{align*}
& \phi_{r}^{\prime}=(A \phi)_{r} \\
& \phi^{\prime r}=\left(\phi A^{-1}\right)^{r},  \tag{A14}\\
& \psi_{r}^{\prime}=\left(\psi A^{+}\right)_{\dot{r}}, \\
& \psi^{\prime r}=\left(A^{+-1} \psi\right)^{r},
\end{align*}
$$

where $A^{+}$is the complex transpose of $A$. Writing

$$
A=\left(\begin{array}{cc}
q_{4}-i q_{3} & -q_{2}-i q_{1}  \tag{A15}\\
q_{2}-i q_{1} & q_{4}+i q_{3}
\end{array}\right)
$$

where $Q=q_{4}+\Sigma_{a=1}^{3} q_{a} \hat{e}_{a}$ then $Q \bar{Q}=1$ implies $\operatorname{det} A=1$. It may be verified that if $q$ spinors are defined as

$$
\begin{align*}
& \phi_{+}=\phi_{1} U^{1}+\phi_{2} \hat{U}^{2},  \tag{A16}\\
& \phi_{-}=\phi^{1} W^{1}+\phi^{2} \hat{W}^{2}, \tag{A17}
\end{align*}
$$

and transform as $\phi_{ \pm} \rightarrow Q \phi_{ \pm}$under SL(2, C), then the components $\binom{\phi_{2}}{\phi_{2}}$ and $\left(\phi^{1}, \phi^{2}\right)$ transform as the index structure suggests (A14). The ideals are constructed with the elements

$$
\begin{align*}
& U^{1}=(1 / \sqrt{2})\left(1+i \hat{e}_{3}\right) \\
& \hat{U}^{2}=(1 / \sqrt{2})\left(\hat{e}_{2}+i \hat{e}_{1}\right), \\
& W^{1}=(1 / \sqrt{2})\left(1-i \hat{e}_{3}\right),  \tag{A18}\\
& \hat{W}^{2}=(1 / \sqrt{2})\left(\hat{e}_{2}-i \hat{e}_{1}\right) .
\end{align*}
$$

Similarly the dotted $q$ spinors,

$$
\begin{align*}
& \dot{\phi}_{+}=\phi_{i} U^{1}+\phi_{2} \hat{W}^{2},  \tag{A19}\\
& \dot{\phi}_{-}=\phi_{i} W^{1}+\phi^{2} \hat{U}^{2} \tag{A20}
\end{align*}
$$

transform as $\dot{\phi}_{ \pm} \rightarrow \dot{\phi}_{ \pm} Q^{\dagger}$. A $q$ spinor $\lambda$ without a subscript will be taken as $\lambda_{-}$by convention.

A typical tangent vector in superspace may be written in the $\left(\partial_{a}, \pi_{\alpha}, \pi_{\alpha}\right)$ basis as

$$
\begin{align*}
\mathbf{X} & =S\left(\overline{\boldsymbol{\partial}} \cdot X+\overline{\boldsymbol{\pi}}_{+} \cdot \lambda+\overline{\boldsymbol{\pi}}_{+} \cdot \dot{\mu}\right) \\
& =\sum_{k=1}^{4} \boldsymbol{\partial}_{k} \cdot X^{k}+\sum_{\alpha=1}^{2} \boldsymbol{\pi}_{\alpha} \cdot \lambda^{\alpha}+\sum_{\dot{\alpha}=1}^{2} \mathbf{\Pi}_{\dot{\alpha}} \cdot \lambda^{\dot{\alpha}} \tag{A21}
\end{align*}
$$

where

$$
\begin{aligned}
& X=X^{k} \tilde{e}_{k}, \quad \overline{\mathbf{\jmath}}=\boldsymbol{\partial}_{k} \tilde{e}^{k}, \\
& \lambda=\lambda^{\alpha} \tilde{e}_{\alpha} \quad \bar{\pi}_{+}=\pi_{\alpha} \tilde{e}^{\alpha}, \\
& \dot{\mu}=\mu^{\alpha} \tilde{e}_{\alpha}, \quad \overline{\dot{\pi}}=\pi_{\alpha} \tilde{e}^{\alpha}, \\
& \tilde{e}_{k}=\left(1, \hat{e}_{a}\right), \quad \tilde{e}^{k}=\left(1,-\hat{e}_{\alpha}\right), \\
& \partial_{4}=-i \partial_{0}, \quad \mathbf{e}^{4}=\mathbf{i e} \mathbf{e}^{0}
\end{aligned}
$$

$$
\begin{aligned}
& S\left(\tilde{e}_{\dot{\alpha}} \tilde{e}^{\dot{\beta}}\right)=\delta_{\dot{\alpha}}^{\dot{\beta}}, \quad k, l=1,2,3,4, \\
& a=1,2,3, \quad \alpha, \dot{\alpha}=1,2 . \\
& \tilde{e}_{\alpha}=\left(W^{1}, \hat{W}^{2}\right), \quad \tilde{e}^{\alpha}=\left(W^{1},-\hat{U}^{2}\right), \\
& \tilde{e}_{\alpha}=\left(W^{1}, \hat{U}^{2}\right), \quad \tilde{e}^{\dot{\alpha}}=\left(W^{1},-\widehat{W}^{2}\right), \\
& S\left(\tilde{e}_{k} \tilde{e}^{l}\right)=\delta_{k}^{l}, \quad S\left(\tilde{e}_{\alpha} \tilde{e}^{\beta}\right)=\delta_{\alpha}^{\beta},
\end{aligned}
$$

A complete duality between the quaternions $\bar{e}^{A}=\left(\bar{e}^{k}, \tilde{e}^{\alpha}, \tilde{e}^{\dot{\alpha}}\right)$ and $\tilde{e}_{A}=\left(\tilde{e}_{k}, \tilde{e}_{\alpha}, \tilde{e}_{\dot{\alpha}}\right)$ may be set up in an obvious manner so these basis quaternions need never appear in any practical calculations. For convenience the relative transformation properties of the various $q$ spinors can be immediately determined from their notation.

A Majorana spinor $p$ form is one where all four types of complex spinor $p$ forms can be expressed in terms of two independent complex spinor $p$ forms.

Denoting these by $\phi_{A}$ and $\phi_{B}$ for illustration a Majorana related set is

$$
\begin{align*}
& \phi_{+}=-\phi_{B} U^{1}+\phi_{A} \hat{U}^{2} \\
& \phi_{-}=\phi_{A} W^{1}+\phi_{B} \hat{W}^{2}  \tag{A22}\\
& \dot{\phi}_{+}=i\left(\phi_{B}^{*} U^{1}+\phi_{A}^{*} \hat{W}^{2}\right) \\
& \dot{\phi}_{-}=i\left(\phi_{A}^{*} W^{1}-\phi_{B}^{*} \hat{U}^{2}\right), \tag{A23}
\end{align*}
$$

In general they satisfy the relation

$$
\begin{equation*}
\phi_{ \pm}^{\dagger}= \pm i \dot{\phi}_{ \pm} \tag{A24}
\end{equation*}
$$
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#### Abstract

We develop the mathematical apparatus necessary to isolate pure naturality contributions from the helicity amplitudes for an arbitrary $2 \rightarrow 2$ scattering process (with a Bosonic $t$ channel). We prove that certain combinations of the amplitudes and their (multiple) energy-derivatives suffice, and that no simpler methods exist. For high spin processes, where our methods might be overcomplicated, we develop a simple and accurate approximation using just a single energyderivative.
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## I. INTRODUCTION

In the next few years it is hoped that we will achieve a much more thorough understanding of the structure of scattering processes than we have at present. Experimental progress is being made in the measurement of a wide variety of spin-dependent observables ${ }^{1}$; the eventual aim will be complete amplitude analyses over a range of energies for the different processes. The new results should stimulate further theoretical developments. For the moment we must determine how to interpret the measurements in terms of the different types of $t$ channel exchange participating.

Recently we published an account of how to isolate exchanges of definite naturality [ $P(-)^{J}$ ] from the helicity amplitudes for an arbitrary $2 \rightarrow 2$ scattering process. ${ }^{2}$ In order to keep the analysis simple and practical we omitted to prove our results. Here we will repair that omission.

The problem is highly nontrivial and none the less important for having been swept under the carpet for many years. In Ref. 2 we spent some time demonstrating that conventional approximations to the same results are generally worthless at moderate energies. Here we will take this for granted. First of all we state the general problem in Sec. II A. Phrased mathematically, this involves finding $J$-independent functions $G(\lambda, \mu)$ such that

$$
G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right)=G(\lambda,-\mu) d_{\lambda-\mu}^{J}\left(z_{2}\right), \quad \forall J .
$$

The solution turns out to depend greatly on whether the $t$ channel is bosonic or fermionic ( $\lambda$ and $\mu$ integral or half-odd integral). In this paper we treat the bosonic case, the simpler of the two. The fermionic case is considered in an accompanying paper. ${ }^{3}$

We determine $G(\lambda, \mu)(\lambda, \mu \in \mathbb{Z})$ in Sec. II B. It is a finite polynomial in $z_{t}\left(=\cos \theta_{t}\right)$ and $D\left(=d / d z_{t}\right)$ of order

$$
m=\min (|\lambda|,|\mu|)
$$

in $D$. In Sec. II C we develop our solution into a more useful form, and in Sec. II D we show that we need at least $m$ derivatives to achieve an exact separation. That is, our solution is as good as it could be.

For large $m$ our exact results may be rather difficult to use. In Sec. III we derive the general single-derivative approximation to naturality isolation and demonstrate that it is

[^32]likely to be reliable at moderate energies.
Section IV contains a summary and some conclusions

## II. GENERAL RESULTS

## A. General problem

We start by considering a completely general $2 \rightarrow 2$ process

$$
A+B \rightarrow C+D
$$

The $t$ channel is labelled

$$
\bar{D}+B \rightarrow C+\bar{A} .
$$

Our program is to isolate from $f_{c \overline{;} ; \bar{d} b}^{t}$ and $f^{t}{ }_{-c-\bar{a} ; \bar{d} b}$ components of definite naturality. To do this we need the $t$-channel partial-wave expansions ${ }^{4}$

$$
\begin{align*}
& f_{c \bar{a}: \bar{d} b}^{\prime}, \\
& \left.=\sum_{J}\left(\langle c \bar{a}| T^{J}(+) \mid \bar{d} b\right)+\langle c a| T^{j}(-)|\bar{d} b\rangle\right) d_{\lambda, \mu}^{J}\left(z_{t}\right), \\
& f^{\prime}{ }_{c}-\bar{a} \cdot \bar{d} b  \tag{1}\\
& =\xi \sum_{J}\left(\langle c \bar{a}| T^{J}(+)|\bar{d} b\rangle-\langle c \bar{a}| T^{J}(-)|\bar{d} b\rangle\right) d_{\lambda-\mu}^{J}\left(z_{r}\right),
\end{align*}
$$

where

$$
\begin{equation*}
z_{t}=\cos \theta_{t}, \quad \mu=c-\bar{a}, \quad \lambda=\bar{d}-b . \tag{2}
\end{equation*}
$$

The $\langle c \bar{a}| T^{j}(p)|\bar{d} b\rangle$ are transition amplitudes of definite naturality $(p)$ depending on $t$ alone (not $\left.z_{t}\right) \cdot \xi$ is a phase factor. ${ }^{5}$

Our program is clearly equivalent to discovering functions $G(\lambda, \mu)$, independent of $J$, such that

$$
\begin{equation*}
G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right)=G(\lambda,-\mu) d_{\lambda-\mu}^{J}\left(z_{t}\right) \tag{3}
\end{equation*}
$$

for given such $G(\lambda, \mu)$ we can define

$$
\begin{align*}
F(p) & \equiv \frac{1}{2}\left[G(\lambda, \mu) f_{c \bar{a} ; \bar{d} b}^{\prime}+p \xi G(\lambda,-\mu) f_{-c-\bar{a} ; \bar{d} b}^{t}\right] \\
& =\sum_{J}\langle c \bar{a}| T^{J}(p)|\bar{d} b\rangle G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right) \tag{4}
\end{align*}
$$

and $F(p)$ has contributions from naturality $p$ alone. ${ }^{6}$

## B. Central result

Theorem: There exist $J$-independent operators $G(\lambda, \mu)$ such that $\forall J(\lambda, \mu \in \mathbb{Z})$

$$
G(\lambda, \mu) d_{\lambda \mu}^{J}=G(\lambda,-\mu) d_{i-\mu}^{J}
$$

If the sign of $\lambda \mu$ is positive, then

$$
\begin{equation*}
G(\lambda, \mu)=\prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}-M+m-2 r+1\right] \tag{5a}
\end{equation*}
$$

while if the sign of $\lambda \mu$ is negative, then

$$
G(\lambda, \mu)
$$

$$
\begin{equation*}
=(-)^{\mu} \prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}+M-m+2 r-1\right] \tag{5b}
\end{equation*}
$$

Proof: We use the notation of Sec. II A together with

$$
z_{ \pm}=z_{t} \pm 1
$$

and

$$
M(m)=\max (\min )(|\lambda|,|\mu|) .
$$

Our starting point is the definition of the functions $e_{\lambda, \mu}^{J}$ given in Ref. 7. These are related to the $d_{\lambda \pm \mu}^{J}$ we are interested in by

$$
\begin{align*}
& d_{\lambda \mu}^{J}\left(z_{t}\right)=z_{+}^{(1) / 2) \mid \lambda+\mu^{\prime}}\left(-z_{-}\right)^{\left(1^{1 / 2) \mid \lambda-\mu}\left(e_{\lambda \mu}^{J}+e_{\lambda \mu}^{J}\right),\right.}  \tag{6}\\
& (-)^{\lambda+M} d_{\lambda-\mu}^{J}\left(z_{t}\right) \\
& \quad=z_{+}^{(1 / 2)|\lambda-\mu|}\left(-z_{-}\right)^{(1 / 2)|\lambda+\mu|}\left(e_{\lambda, \mu}^{J}-e_{\lambda \mu}^{J}\right) .
\end{align*}
$$

First we will relate $e_{\lambda \bar{\mu}}^{J}$; clearly then $d_{\lambda \pm \mu}^{J}$ are related. Trivial manipulations on Ref. 7 give, up to a common constant,

$$
\begin{align*}
& e_{\lambda \mu}^{J}+s e_{\lambda \mu}^{J}=D^{M-m}\left(D z_{-} D\right)^{m} P_{J}\left(z_{t}\right), \\
& e_{\lambda \mu}^{J}-s e_{\lambda \mu}^{J}=D^{M-m}\left(D z_{+} D\right)^{m} P_{J}\left(z_{t}\right), \tag{7}
\end{align*}
$$

[ $s=$ sign of $(\lambda \mu)$.] Since we are concerned only with linear relations on $e_{\lambda_{\mu}^{+}}^{J}$ the constant makes no difference and we will ignore it. Now by induction,

$$
\left(D z_{ \pm} D\right)^{m}=D^{m} z_{ \pm}^{m} D^{m} .
$$

Hence we can rewrite Eq. (7):

$$
\begin{align*}
& z_{+}^{m}\left(e_{\lambda \mu}^{J}+s e_{\lambda \mu}^{J}\right)=z_{+}^{m} D^{M} z_{-}^{m} D^{m-M}\left(D^{M} P_{J}\left(z_{t}\right)\right), \\
& z_{-}^{m}\left(e_{\lambda \mu}^{J}-s e_{\lambda \mu}^{J}\right)=z_{-}^{m} D^{M} z_{+}^{m} D^{m-M}\left(D^{M} P_{J}\left(z_{t}\right)\right) \tag{9}
\end{align*}
$$

Now (by induction again)

$$
\begin{align*}
z_{+}^{m} D^{M} z_{-}^{m} D^{m-M}= & \prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+(M-m+1) z_{t}\right. \\
& +M-m+2 r-1], \\
z_{-}^{m} D^{M} z_{+}^{m} D^{\prime m-M}= & \prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+(M-m+1) z_{t}\right.  \tag{10}\\
& -M+m-2 r+1] .
\end{align*}
$$

Here we make a crucial observation. All the terms in both products in Eq. (10) differ from each other only by constants. Therefore they all commute, and hence so do the products. Thus

$$
\begin{equation*}
\left[z_{+}^{m} D^{M} z_{-}^{m} D^{m-M}, z_{-}^{m} D^{M} z_{+}^{m} D^{m-M}\right]=0 \tag{11}
\end{equation*}
$$

Combining (9) and (11), we get

$$
\begin{align*}
& z_{-}^{m} D^{M} z_{+}^{m} D^{m-M_{2}^{m}}\left(e_{\lambda \mu}^{J}+s e_{\lambda \mu}^{J}\right) \\
& \quad=z_{+}^{m} D^{M} z_{-}^{m} D^{m-M} z_{-}^{m}\left(e_{\lambda \mu}^{J}-s e_{\lambda \mu}^{J}\right), \tag{12}
\end{align*}
$$

a fundamental relation for our purposes.

From Eq. (10) and the deduced commutation properties the left-hand side of Eq. (22) is
$\prod_{r=1}^{m}\left\{\left[\left(z_{t}^{2}-1\right) D+(M-m+1) z_{t}\right]^{2}\right.$
$\left.-(M-m+2 r-1)^{2}\right\} D^{M-m}$.
The $r=1$ term in the product is

$$
\begin{align*}
&\left(z_{t}^{2}-1\right) {[ } \\
&\left(z_{t}^{2}-1\right) D^{2}+2(M-m+2) z_{t} D \\
&+(M-m+1)(M-m+2)]  \tag{23}\\
&=\left(z_{t}^{2}-1\right) D^{M-m+2}\left(z_{t}^{2}-1\right) D^{m-M}
\end{align*}
$$

(by induction). Thus the left-hand side of Eq. (22) equals

$$
\begin{align*}
\prod_{2}^{m} & \left\{\left[\left(z_{t}^{2}-1\right) D+(M-m+1) z_{t}\right]^{2}-(M-m+2 r-1)^{2}\right\} \\
& \times\left(z_{t}^{2}-1\right) D^{M-m+2}\left(z_{t}^{2}-1\right) \\
= & \left(z_{t}^{2}-1\right)\left[\prod _ { 2 } ^ { m } \left\{\left[\left(z_{t}^{2}-1\right) D+(M-m+3) z_{t}\right]^{2}\right.\right. \\
& \left.\left.-(M-m+2 r-1)^{2}\right\} D^{M-m+2}\right]\left(z_{t}^{2}-1\right) \\
= & \left(z_{t}^{2}-1\right)\left[\prod _ { 1 } ^ { m - 1 } \left\{\left[\left(z_{t}^{2}-1\right) D+(M-m+3) z_{t}\right]^{2}\right.\right. \\
& \left.\left.-(M-m+2 r+1)^{2}\right\} D^{M-m+2}\right]\left(z_{t}^{2}-1\right) \tag{24}
\end{align*}
$$

The expression in square brackets (between the $z_{t}^{2}-1$ factors) in Eq. (24) is like the left-hand side of Eq. (22) with

$$
M \rightarrow M+1, \quad m \rightarrow m-1
$$

Thus we can extract another factor of $z_{t}^{2}-1$ at each end and take

$$
M \rightarrow M+2, \quad m \rightarrow m-2 .
$$

Doing this $m$ times we have $m$ factors of $z_{t}^{2}-1$ at each end, and between them the left-hand side of Eq. (22) with

```
\(M \rightarrow M+m, \quad m \rightarrow 0\),
\(D^{M+m}\).
```

i.e.

Thus the left-hand side of Eq. (22) equals

$$
\left(z_{t}^{2}-1\right)^{m} D^{M+m}\left(z_{t}^{2}-1\right)^{m}
$$

the right-hand side of Eq. (22). We have established that Eq. (20) is true if the sign of $\lambda \mu$ is positive. From Eq. (18) this result is independent of the sign of $\lambda \mu$, so the lemma is proven.

## C. Development of results

Here we develop the results derived in the previous section into a more useful form. We assume that the sign of $\lambda \mu$ is positive throughout this section.
(i) First (as is usual) we replace the $f^{t}$ by

$$
\begin{align*}
& f^{+}=\frac{1}{2}\left(f_{c \bar{c} ; \bar{d} b}^{t}+\eta f_{-c-\bar{a}, \bar{d} b}^{t}\right), \\
& f^{-}=\frac{1}{2}\left(f_{c \bar{c}, \bar{d} b}^{\prime}-\eta f_{-c-\bar{a}, \bar{d} b}^{\prime}\right), \tag{25}
\end{align*}
$$

where

$$
\eta=\xi(-)^{\lambda+M-m}=\eta_{C} \eta_{\bar{A}}(-)^{S_{c}+S_{a}}(-)^{c-\bar{a}}
$$

We can recast our earlier results in terms of $f^{ \pm}$rather
than $f^{t} . F(p)[E q .(4)]$ can be rewritten as

$$
\begin{equation*}
F(p)=G_{p} f^{+}+G_{-p} f^{-}=G_{+} f^{p}+G_{-} f^{-p}, \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
G_{ \pm}= & \frac{1}{2}\left(\prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}-M+m-2 r+1\right]\right. \\
& \left. \pm \prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}+M-m+2 r-1\right]\right) \tag{27}
\end{align*}
$$

As emphasized previously, all terms in Eq. (26) depend on the helicities $c, \bar{a}, \bar{d}, b$, though we do not make this explicit.

In general (if $m \neq 0$ ),
$G_{-} \neq 0$.
In fact $G_{\text {- }}$ measures the extent to which the approximation

$$
f^{p} \simeq \text { naturality }(p)
$$

fails to hold.
(ii) In order to see how different contributions appear in $f^{ \pm}$and $F(p)$ [with a view to interpreting data on $F(p)$ ] we need some more notation. From Eqs. (1) and (19)

$$
\begin{align*}
f^{ \pm}= & \left(z_{t}^{2}-1\right)^{(1 / 2)(M-m)} \sum_{p= \pm} \frac{1}{2}\left(z_{+}^{m} D^{M^{m}} z_{-}^{m} \pm p z_{-}^{m} D^{M_{2}^{m}} z_{+}\right) \\
& \times D^{m} \sum_{J} t^{J}(p) P_{J}\left(z_{t}\right) \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
t^{J}(p)=\langle c \bar{a}| T^{J}(p)|\bar{d} b\rangle(-)^{(1 / 2)(M-m)} \tag{29}
\end{equation*}
$$

Thus, if we define

$$
\begin{align*}
A(p)= & \left(z_{t}^{2}-1\right)^{(1 / 2)(M-m)} \frac{1}{2}\left(z_{+}^{m} D^{M} z_{-}^{m}+z_{-}^{m} D^{M} z_{+}^{m}\right) \\
& \times D^{m} \sum_{J} t^{J}(p) P_{J}\left(z_{t}\right) \\
B(p)= & \left.\left(z_{t}^{2}-1\right)^{(1 / 2)(M-m) \frac{1}{2}\left(z_{+}^{m}\right.} D^{M^{m}} z_{-}^{m}-z_{-}^{m} D^{M} z_{+}^{m}\right)  \tag{30}\\
& \times D^{m} \sum_{J} t^{J}(p) P_{J}\left(z_{t}\right)
\end{align*}
$$

we can write

$$
\begin{equation*}
f^{+}=A(N)+B(U), \quad f=A(U)+B(N) \tag{31}
\end{equation*}
$$

where

$$
A(N) \equiv A(+), \quad B(U) \equiv B(+), \quad \text { etc. }
$$

Now we can use our new notation to demonstrate the effect of a naturality ( $p$ ) $J=\alpha$ (polelike) term. Observe that in the combination

$$
z_{+}^{m} D^{M} z_{-}^{m}-z_{-}^{m} D^{M} z_{+}^{m}
$$

the leading-order $O\left(z_{t}^{2 m-M}\right)$ terms vanish. Thus our $J=\alpha$ term will appear to higher order in $A(p)$ than in $B(p)$
( $z_{t}^{\alpha}$ versus $z_{t}^{\alpha-1}$ ) from Eq. (30). $A(p)$ will dominate $B(p)$ in the infinite-energy limit.

The equation for $F(p)$ to compare with Eq. (30) is [see Eqs. (1), (27), and (20)]

$$
\begin{align*}
F(p)= & \left(z_{t}^{2}-1\right)^{(1 / 2)(M+m)} D^{M+m}\left(z_{t}^{2}-1\right)^{m} \\
& \times\left(D^{m} \sum_{J} t^{z}(p) P_{J}\left(z_{t}\right)\right) \tag{32}
\end{align*}
$$

Our $J=\alpha$ term contributes to $A(p), B(p)$, and $F(p)$ in the form

$$
\begin{align*}
& F(p)=\frac{(\alpha+m)!}{(\alpha-1)!} g(t) z_{t}^{\alpha+m}\left[1+O\left(z_{t}^{-2}\right)\right] \\
& A(p)=\alpha g(t) z_{t}^{\alpha}\left[1+O\left(z_{t}^{-2}\right)\right]  \tag{33}\\
& B(p)=\lambda \mu g(t) z_{t}^{\alpha-1}\left[1+O\left(z_{t}^{-2}\right)\right]
\end{align*}
$$

Equations (33), or (32) and (30), are the starting point for the application of our techniques; we refer the reader to Ref. 8 for further comments.
(iii) Here we give some examples of Eq. (27) for the cases $m=0,1$, and 2 .
(a) $m=0$ In this case
$G_{+}=1, \quad G_{-}=0$,
so the $f^{ \pm}$have definite naturality and $B(p)$ vanishes identically.
(b) $m=1$ Here

$$
G_{+}=\left(z_{i}^{2}-1\right) D+z_{i}, \quad G_{-}=-M
$$

The results for $m=0$ and 1 together cover a wide variety of processes, for instance, all those with at least one vertex:

$$
N \rightarrow N, \quad \text { e.g., } N N \rightarrow N N
$$

or

$$
\gamma \rightarrow O^{-}, \quad \text { e.g., } \gamma p \rightarrow \pi \Delta
$$

or

$$
\left.O^{-} \rightarrow 1^{ \pm}, \quad \text { e.g., } \pi N \rightarrow \rho \Delta\right)
$$

Consider the process

$$
\pi N \rightarrow \rho N
$$

Here there are four $m=0 t$-channel amplitudes $f_{c \bar{c} ; \bar{d} b}^{t}$ :

$$
\begin{aligned}
& f_{0 ;+-}^{\prime} \equiv A_{1} \text {-like } Q \text { numbers only }(U P) \\
& f_{1 ;++}^{\prime}+f_{-1 ;++}^{t} \equiv \rho \text {-like } Q \text { numbers }(N P) \\
& f_{0 ;++}^{\prime} \equiv \pi \text {-like } Q \text { numbers only }(U P) \\
& f_{1 ;++}^{\prime}, f_{-1 ;++}^{t} \equiv \pi \text {-like } Q \text { numbers }(N P)
\end{aligned}
$$

The two mixed naturality ( $m=1$ ) amplitudes are

$$
f^{ \pm}=\frac{1}{2}\left(f_{1 ;+-}^{t} \pm f_{-1 ;+\ldots},\right.
$$

and for $p= \pm$

$$
F(p)=\left[\left(z_{t}^{2}-1\right) D+z_{t}\right] f^{p}-f^{-p}
$$

isolate the pure naturality ( $\rho$-like and $A_{1}$-like) contributions.

$$
\text { (c) } m=2 \text { For amplitudes with } m=2
$$

$$
F(p)=G_{+} f^{p}+G_{-} f^{-p},
$$

where

$$
\begin{aligned}
& G_{t}=\left(z_{t}^{2}-1\right) D^{2}\left(z_{t}^{2}-1\right)+M^{2} \\
& G_{-}=-2 M\left[\left(z_{t}^{2}-1\right) D+z_{t}\right]
\end{aligned}
$$

## D. Necessity for $m$ derivatives

Here we will prove that we must use at least $m$ derivatives to obtain pure naturality contributions. Thus the $F(p)$ of Sec. II C is the simplest possible function of amplitudes that does this.

For an $m=1$ pair of amplitudes the proof is simple. A $J=\alpha$ wrong naturality contribution appears in $A(-p)$ and $B(-p)$ [see Sec. II D, Eqs. (30)] like

$$
\begin{aligned}
& A(-p)=\alpha z_{t}^{\alpha}\left[1+O\left(z_{t}^{-2}\right)\right] \\
& B(-p)=M z_{t}^{\alpha-1}\left[1+O\left(z_{t}^{-2}\right)\right]
\end{aligned}
$$

Working to leading order, we want to cancel these terms in an $\alpha$-independent linear combination. The only way to give $B(-p)$ an extra factor of $\alpha$ is to take

$$
\frac{d}{d z_{t}}\left[z_{t} B(-p)\right]
$$

i.e., we need at least one derivative.

For $m \geqslant 2$ the above argument is no use. Instead we consider eigenstates of $I=\left(z_{t}^{2}-1\right) D+z_{t}, Y(\lambda)$ :

$$
I Y(\lambda)=\lambda Y(\lambda), \quad \lambda \in \mathbb{C} .
$$

These exist:

$$
Y \sim z_{+}^{-(1 / 2)(1+\lambda)} z_{-}^{(1 / 2)(\lambda-1)} .
$$

Hence if we have a wrong naturality term

$$
f_{c \bar{a}, \bar{d} b}^{t}=\prod_{r=1}^{m}(\lambda+M-m+2 r-1) Y
$$

then [using Eq. (4)] in order that this may be eliminated in $F(p)$ we need a term

$$
f_{-c-\tilde{a} ; \tilde{d} b}^{t}=\prod_{r=1}^{m}(\lambda-M+m-2 r+1) Y
$$

up to a phase. The polynomials multiplying $Y$ in the two cases have no common factors. Thus to eliminate the contribution we need to generate a factor

$$
\prod_{r=1}^{m}(\lambda-M+m-2 r+1)
$$

from $Y$ in $f_{\mathrm{c} \overline{\mathrm{a}} \bar{d} b}^{t}$. We need to generate a polynomial of order $m$ in $\lambda$ from $Y$. The only way we can do this (in a linear fashion) is by differentiating $m$ times (only one power of $\lambda$ can be gained from one differential). Thus we need $m$ derivatives of the amplitudes to isolate pure naturality contributions.

## III. SINGLE-DERIVATIVE APPROXIMATION

In Sec. II we saw that (given adequate data) we do not need to make approximations to isolate pure naturality contributions for a bosonic $t$ channel. However, we need $m$ derivatives with respect to energy to do this and the data would have to be incredibly good to allow us to extract second- and higher-order derivatives. If we had a good approximation to exact separation, involving only a single derivative, this would be more useful.

Consider $G_{ \pm}$[Eq. (27)]. Since

$$
D \sim O\left(z_{i}^{-1}\right),
$$

we can write

$$
\begin{aligned}
& G_{+}=\left(z_{t} D z_{t}\right)^{m}+O\left(z_{t}^{m-2}\right) \\
& G_{-}=-\lambda \mu\left(z_{t} D z_{t}\right)^{m-1}+O\left(z_{t}^{m-3}\right)
\end{aligned}
$$

Approximating $G_{ \pm}$by their leading orders and cancelling the common factor $\left(z_{i} D z_{1}\right)^{m-1}$, we get

$$
\begin{equation*}
\bar{F}(p)=\bar{G}_{p} f^{+}+\bar{G}_{-p} f^{-}, \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{G}_{+}=z_{t} D z_{t}, \quad \bar{G}_{-}=-\lambda \mu . \tag{35}
\end{equation*}
$$

$\bar{F}$ ( $p$ ) approximately isolates naturality ( $p$ ). From Eq. (33) it is easy to see that a $J=\alpha$ naturality $-p$ term appears in (34) to leading order

$$
z_{t}^{\alpha, p-2} .
$$

The leading-order terms cancel out. By contrast a $J=\alpha_{p}$ naturality $p$ term appears in $F(p)$ to higher order,

$$
\sim z_{t}^{\alpha_{n}+1} .
$$

Comparing this with the approximation of neglecting $B(-p)$ in $f^{p}$, we see that we are on much safer ground. The "wrong" naturality terms are suppressed by an extra factor of $O\left(z_{t}^{-2}\right)$. For comparison with Eqs. (33) we give

$$
\begin{equation*}
\bar{F}(p)=\alpha(\alpha+1) g(t) z_{t}^{\alpha+1}\left[1+O\left(z_{t}^{-2}\right)\right] . \tag{36}
\end{equation*}
$$

Of course for $m=1$ this approximation is redundant: we can achieve exact separation with the same information. For $m \geqslant 2$ it should, however, be useful.

## IV. SUMMARY

We have succeeded in exactly isolating the definite naturality contributions from helicity amplitudes for a general $2 \rightarrow 2$ process (with a bosonic $t$ channel). Here we summarize our methods.

We write (for sign of $\lambda \mu$ positive)

$$
\begin{align*}
& f^{+}=\frac{1}{2}\left(f_{c \overline{;}, \bar{d} b}^{t}+\eta f_{-c-\bar{a} ; \bar{a} b}^{\prime}\right)=A(N)+B(U),  \tag{37}\\
& f^{-}=\frac{1}{2}\left(f_{c \bar{c} ; \bar{d} b}^{\prime}-\eta f_{-c-\bar{a} ; \bar{b} b}^{\prime}\right)=A(U)+B(N),
\end{align*}
$$

where

$$
\eta=\eta_{c} \eta_{\bar{A}}(-)^{S_{1}+S_{c}(-)^{c-\bar{a}} .}
$$

We define terms of definite naturality

$$
\begin{equation*}
F(p)=G_{p} f^{+}+G_{-p} f^{-}, \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
G_{ \pm}= & \frac{1}{2}\left(\prod_{r-1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}-M+m-2 r+1\right]\right. \\
& \left. \pm \prod_{r=1}^{m}\left[\left(z_{t}^{2}-1\right) D+z_{t}+M-m+2 r-1\right]\right) \tag{39}
\end{align*}
$$

A $J=\alpha$ term appears in Eqs. (37) and (38) in the form

$$
\begin{align*}
& A(p)=\alpha g(t) z_{t}^{\alpha}\left[1+O\left(z_{t}^{-2}\right)\right] \\
& B(p)=\lambda \mu g(t) z_{t}^{\alpha-1}\left[1+O\left(z_{t}^{-2}\right)\right]  \tag{40}\\
& F(p)=\frac{(\alpha+m)!}{(\alpha-1)!} g(t) z_{t}^{\alpha+m}\left[1+O\left(z_{t}^{-2}\right)\right]
\end{align*}
$$

These results should not be taken to imply that we are just concerned with a Regge model. They are simply useful to interpret a measured $F(p)$ in terms of the contributions to amplitudes $f^{ \pm}$; they can be considered as a starting point for a more sophisticated analysis.

A simpler (and fairly accurate) approximation to naturality isolation involving only a single derivative has also been developed (see Sec. III).

We conclude that amplitude measurements over a range of energies can now give us, using the above results, a much better idea of the different naturality contributions than was possible previously for every $2 \rightarrow 2$ scattering process (with a bosonic $t$ channel). The results are model independent.
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#### Abstract

We develop the mathematical apparatus necessary to isolate pure naturality contributions from the helicity amplitudes for an arbitrary $2 \rightarrow 2$ scattering process (with a Fermionic $t$ channel). In their exact form they are unlikely to be useful; in fact we prove that an exact isolation is impossible using only a finite combination of the amplitudes and their energy derivatives. However, we derive an approximation series consisting of such finite combinations which converges quickly to an exact separation of naturalities. The first term in the series-the single derivative approximation-is likely to give a good approximation. We comment on the application of our techniques to $\pi N$ backward scattering.


PACS numbers: 11.50.Nk, 11.80.Fv, 13.75.Gx

## I. INTRODUCTION

In this paper we investigate how to isolate definite naturality exchanges for processes with a Fermionic $t$ channel. [Here naturality $p=P(-)^{J-1 / 2}$ ] We remind the reader that the general problem (see Ref. 1 and Secs. II A and II C below) reduces to seeking $J$ independent functions $G(\lambda, \mu)$ such that

$$
G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right)=G(\lambda,-\mu) d_{\lambda-\mu}^{J}\left(z_{t}\right) .
$$

Here matters are more complicated than they were in the Bosonic case. There we were able to find $G(\lambda, \mu)$ essentially because

$$
\begin{equation*}
d_{\lambda \mu}^{J}\left(z_{t}\right)=N_{\lambda \mu}^{J} \times O_{\lambda \mu}\left(z_{t}, D\right) \times P_{J}\left(z_{t}\right), \tag{1}
\end{equation*}
$$

(where $N_{\lambda_{\mu}}^{J}$ is a constant and $O_{\lambda_{\mu}}$ is $J$ independent) and

$$
\begin{equation*}
d_{\lambda-\mu}^{J}\left(z_{t}\right)=(-)^{J+\lambda} d_{\lambda \mu}^{J}\left(-z_{t}\right) . \tag{2}
\end{equation*}
$$

Since $P_{J}\left(z_{t}\right)$ has the simple reflection property

$$
\begin{equation*}
P_{J}\left(-z_{t}\right)=(-)^{J} P_{J}\left(z_{t}\right), \tag{3}
\end{equation*}
$$

our problem reduces to finding functions $G_{ \pm}$such that

$$
\begin{equation*}
G_{t} O_{\lambda_{\mu}}\left(z_{t}, D\right)=G_{-} O_{\lambda \mu}\left(-z_{t},-D\right) . \tag{4}
\end{equation*}
$$

Equation (4) is already $J$-independent, and can be solved. This simple behavior seems to be related to the simplicity of the spinless case ( $O_{00}=1$ ).

Now if the $t$ channel is Fermionic, Eq. (2) still holds but (1) is replaced by ${ }^{2}$
$d_{\lambda \mu}^{J}\left(z_{t}\right)=N_{\lambda \mu}^{J} \times O_{\lambda \mu}\left(z_{t}, D\right) \times\left[P_{J+1 / 2}^{\prime}-P_{J-1 / 2}^{\prime}\right]$.
Clearly we do not have a relation like (3) for
$\left(P_{J+1 / 2}^{\prime}-P_{J_{-1 / 2}}^{\prime}\right)$. The simplest state (with $\left.\lambda=\mu=\frac{1}{2}\right)$ is fundamentally more complicated. To effect a separation we clearly need to find $J$-independent operators $g_{ \pm}\left(z_{t}, D\right)$ such that

$$
\begin{equation*}
g_{+} P_{J+(1 / 2)}=g_{-} P_{J-(1 / 2)} \forall J . \tag{6}
\end{equation*}
$$

Once we have $g_{ \pm}$it is likely that we will be able to isolate naturalities by methods analogous to those developed for the Bosonic case.

Section II is devoted to our general results. First (Sec.

[^34]II A) we prove that if we restrict $g_{ \pm}$to the class of polynomials in $D$ (cf. Ref. 1) then we have no relation like (6). It follows simply that no combination of amplitudes and a finite number of energy derivatives can exactly isolate naturalities when the $t$ channel is Fermionic. All is not lost, however. We discover in Sec. II B a formal method of exact isolation, which involves an infinite number of derivatives. It is unlikely to be useful as it stands, but it can be approximated sensibly in terms of a finite combination of derivatives, the approximation series converging quickly to the exact result (Sec. II C). In Sec. III we develop more fully the $m=\frac{1}{2}$ approximation series (Sec. III A), and consider briefly (Sec. III B) a process for which it is likely to be useful, viz:

$$
\pi+p \rightarrow p+\pi
$$

In Sec. IV we treat the general single derivative approximation. Finally, we summarize our results and draw some conclusions (Sec. V). For the reader who wishes to use our methods, Sec. IIIB and IV are probably the most important.

## II. GENERAL RESULTS

## A. No separation with finite derivatives

Theorem: There do not exist functions $f$ and $g$, being polynomials in $D=d / d z_{t}$ with coefficients functions of $z_{t}$, such that $[f \neq 0 \neq g]$

$$
\begin{equation*}
f \cdot P_{J-1 / 2}=g \cdot P_{J+1 / 2} \forall J . \tag{7}
\end{equation*}
$$

Proof: Suppose such functions did exist. We can take $f$ and $g$ to be polynomials of the same order $2 m$ without loss of generality:

$$
\begin{align*}
& f(z, D)=f_{0}+f_{i} D+\cdots+f_{2 m} D^{2 m}  \tag{8}\\
& g(z, D)=g_{0}+g_{i} D+\cdots+g_{2 m} D^{2 m}
\end{align*}
$$

where $f_{i}$ and $g_{i}$ are functions of $z_{i}$. By multiplying appropriate factors we can choose $f$ and $g$ such that $f_{i}$ and $g_{i}$ have no poles at $z_{i}=0$ and do not all vanish there. We will obtain a contradiction by showing that $f_{i}$ and $g_{i} d o$ all vanish at $z_{t}$ $=0$, and so establish the theorem.

We work with $J-\frac{1}{2} \in \mathbb{Z}$ only. We have
$P_{2 n}=C_{n} \sum_{0}^{n}(-)^{r} \frac{(2 n+2 r)!}{(2 n)!} \frac{n!}{(n-r)!} \frac{n!}{(n+r)!} \frac{z_{t}^{2 r}}{(2 r)!}$,
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## I. INTRODUCTION

In this paper we investigate how to isolate definite naturality exchanges for processes with a Fermionic $t$ channel. [Here naturality $p=P(-)^{J-1 / 2}$ ] We remind the reader that the general problem (see Ref. 1 and Secs. II A and II C below) reduces to seeking $J$ independent functions $G(\lambda, \mu)$ such that

$$
G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right)=G(\lambda,-\mu) d_{\lambda-\mu}^{J}\left(z_{t}\right) .
$$

Here matters are more complicated than they were in the Bosonic case. There we were able to find $G(\lambda, \mu)$ essentially because

$$
\begin{equation*}
d_{\lambda, \mu}^{J}\left(z_{t}\right)=N_{\lambda, \mu}^{J} \times O_{\lambda \mu}\left(z_{t}, D\right) \times P_{J}\left(z_{t}\right), \tag{1}
\end{equation*}
$$

(where $N_{\lambda \mu}^{J}$ is a constant and $O_{\lambda \mu}$ is $J$ independent) and

$$
\begin{equation*}
d_{\lambda-\mu}^{J}\left(z_{t}\right)=(-)^{J+\lambda} d_{\lambda \mu}^{J}\left(-z_{t}\right) . \tag{2}
\end{equation*}
$$

Since $P_{J}\left(z_{t}\right)$ has the simple reflection property

$$
\begin{equation*}
P_{J}\left(-z_{t}\right)=(-)^{J} P_{J}\left(z_{t}\right), \tag{3}
\end{equation*}
$$

our problem reduces to finding functions $G_{ \pm}$such that

$$
\begin{equation*}
G_{+} O_{\lambda \mu}\left(z_{t}, D\right)=G_{-} O_{\lambda \mu}\left(-z_{l},-D\right) . \tag{4}
\end{equation*}
$$

Equation (4) is already $J$-independent, and can be solved. This simple behavior seems to be related to the simplicity of the spinless case ( $O_{00}=1$ ).

Now if the $t$ channel is Fermionic, Eq. (2) still holds but (1) is replaced by ${ }^{2}$
$d_{\lambda \mu}^{J}\left(z_{t}\right)=N_{\lambda \mu}^{J} \times O_{\lambda \mu}\left(z_{l}, D\right) \times\left[P_{J+1 / 2}^{\prime}-P_{J-1 / 2}^{\prime}\right]$.
Clearly we do not have a relation like (3) for
$\left(P_{J+1 / 2}^{\prime}-P_{j-1 / 2}^{\prime}\right)$. The simplest state (with $\lambda=\mu=\frac{1}{2}$ ) is
fundamentally more complicated. To effect a separation we clearly need to find $J$-independent operators $g_{ \pm}\left(z_{t}, D\right)$ such that

$$
\begin{equation*}
g_{+} P_{J_{+(1 / 2)}}=g-P_{J_{-(1 / 2)}} \forall J . \tag{6}
\end{equation*}
$$

Once we have $g_{ \pm}$it is likely that we will be able to isolate naturalities by methods analogous to those developed for the Bosonic case.

Section II is devoted to our general results. First (Sec.

[^35]II A) we prove that if we restrict $g_{+}$to the class of polynomials in $D$ (cf. Ref. 1) then we have no relation like (6). It follows simply that no combination of amplitudes and a finite number of energy derivatives can exactly isolate naturalities when the $t$ channel is Fermionic. All is not lost, however. We discover in Sec. II B a formal method of exact isolation, which involves an infinite number of derivatives. It is unlikely to be useful as it stands, but it can be approximated sensibly in terms of a finite combination of derivatives, the approximation series converging quickly to the exact result (Sec. II C). In Sec. III we develop more fully the $m=\frac{1}{2}$ approximation series (Sec. III A), and consider briefly (Sec. III B) a process for which it is likely to be useful, viz:

$$
\pi+p \rightarrow p+\pi
$$

In Sec. IV we treat the general single derivative approximation. Finally, we summarize our results and draw some conclusions (Sec. V). For the reader who wishes to use our methods, Sec. IIIB and IV are probably the most important.

## II. GENERAL RESULTS

## A. No separation with finite derivatives

Theorem: There do not exist functions $f$ and $g$, being polynomials in $D=d / d z_{t}$ with coefficients functions of $z_{t}$, such that $[f \neq 0 \neq g]$

$$
\begin{equation*}
f \cdot P_{J-1 / 2}=g \cdot P_{J+1 / 2} \forall J . \tag{7}
\end{equation*}
$$

Proof: Suppose such functions did exist. We can take $f$ and $g$ to be polynomials of the same order $2 m$ without loss of generality:

$$
\begin{align*}
& f(z, D)=f_{0}+f_{i} D+\cdots+f_{2 m} D^{2 m}  \tag{8}\\
& g(z, D)=g_{0}+g_{i} D+\cdots+g_{2 m} D^{2 m}
\end{align*}
$$

where $f_{i}$ and $g_{i}$ are functions of $z_{i}$. By multiplying appropriate factors we can choose $f$ and $g$ such that $f_{i}$ and $g_{i}$ have no poles at $z_{t}=0$ and do not all vanish there. We will obtain a contradiction by showing that $f_{i}$ and $g_{i} d o$ all vanish at $z_{t}$ $=0$, and so establish the theorem.

We work with $J-\frac{1}{2} \in \mathbb{Z}$ only. We have
$P_{2 n}=C_{n} \sum_{0}^{n}(-)^{r} \frac{(2 n+2 r)!}{(2 n)!} \frac{n!}{(n-r)!} \frac{n!}{(n+r)!} \frac{z_{i}^{2 r}}{(2 r)!}$,

From (20) we get

$$
\begin{align*}
h^{2} a_{r-2} & =h\left[(r-1)(k+r-1) a_{r-1}\right] \\
& =(r-1)(k+r+1) h a_{r-1} \\
& =\left[(r!/(r-2)!](k+r+1)(k+r) a_{r}\right. \tag{22}
\end{align*}
$$

and hence (inductively)

$$
\begin{equation*}
h^{r} a_{0}=r![(k+2 r-1)!/(k+r-1)!] a_{r} \tag{23}
\end{equation*}
$$

in an obvious notation. Now, if $r<N$ then the expression

$$
\begin{equation*}
\frac{(k+2 N-1)!}{(k+2 r-1)!} \frac{(k+r-1)!}{(k-1)!} \tag{24}
\end{equation*}
$$

represents a polynomial in $k$. Multiplying both sides of Eq. (23) by this factor gives

$$
\begin{equation*}
\frac{1}{r!} \frac{(k+2 N-1)!}{(k-1)!} \frac{(k+r-1)!}{(k+2 r-1)!} h^{r} a_{0}=\frac{(k+2 N-1)!}{(k-1)!} a_{r} . \tag{25}
\end{equation*}
$$

Hence

$$
\begin{gather*}
\frac{(k+2 N-1)!}{(k-1)!} \sum_{0}^{N} \frac{(k+r-1)!}{r!(k+2 r-1)!} h^{r} a_{0} \\
=\frac{(k+2 N-1)!}{(k-1)!} \sum_{0}^{N} a_{r} . \tag{26}
\end{gather*}
$$

Equation (26) is the expression we were seeking.
(ii) We develop (26) to prove the theorem. Cancelling the common factor in (26) we obtain

$$
\begin{equation*}
\sum_{0}^{N} a_{r}=\sum_{0}^{N} \frac{(k+r-1)!}{r!(k+2 r-1)!} h^{r} a_{0} \tag{27}
\end{equation*}
$$

The fact that inverse polynomials in $z_{t} D$ are well defined in their operation is discussed in Sec. II C. Since $\Sigma a_{r}$ converges sensibly to $P_{J}$ we can take the limit

$$
N \rightarrow \infty
$$

in (27). Thus

$$
\begin{equation*}
P_{J}\left(z_{t}\right)=H a_{0}(J), \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\sum_{0}^{\infty} \frac{(k+r-1)!}{r!(k+2 r-1)!} h^{r} . \tag{29}
\end{equation*}
$$

$H$ maps $P_{J}$ onto its leading term for all $J$. This mapping is $1-1$ so the inverse is well defined. We prove later (lemma following) that

$$
\begin{equation*}
H K=1, \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\sum_{0}^{\infty} \frac{k!}{j!(k+j)!}(-h)^{j} \tag{31}
\end{equation*}
$$

Hence

$$
\begin{equation*}
a_{0}(J)=K P_{J} \forall J \tag{32}
\end{equation*}
$$

From (18) we see easily that up to a common constant factor

$$
\begin{aligned}
& a_{0}\left(J+\frac{1}{2}\right)=2 J z_{t}^{J+(1 / 2)} \\
& a_{0}\left(J-\frac{1}{2}\right)=\left(J+\frac{1}{2}\right) z_{t}^{J}-(1 / 2)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
D a_{0}\left(J+\frac{1}{2}\right) & =2 J\left(J+\frac{1}{2}\right) z_{t}^{J}+(1 / 2) \\
& =(2 z D+1) a_{0}\left(J-\frac{1}{2}\right)
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\frac{1}{2} D a_{0}\left(J+\frac{1}{2}\right)=k a_{0}\left(J-\frac{1}{2}\right) . \tag{33}
\end{equation*}
$$

Combining (33) and (32) we have

$$
\begin{equation*}
\frac{1}{2} D K P_{J+(1 / 2)}=k K P_{J+(1 / 2)} \tag{34}
\end{equation*}
$$

This is the assertion of the theorem, with (31) giving (17) with the values of $k$ and $h$ defined after Eq. (19).

There is one extra point to note: if $J \in \mathbb{Z}+\frac{1}{2}$ then $a_{r}$ [Eq. (18)] can be infinite. If we exclude these points from the definitions of $K$ we still have all the results in Sec. II C since there $K$ is taken to act on a sum of $P_{N}$ ( $N$ integral) before we generalize $J$.

We conclude this section by proving the result quoted in Eq. (30).

## Lemma: Defining

$$
H=\sum_{0}^{\infty} \frac{(k+r-1)!}{r!(k+2 r-1)!} h^{r}
$$

and

$$
K=\sum_{0}^{\infty}(-)^{r} \frac{k!}{r!(k+r)!} h^{r},
$$

with

$$
h k=(k+2) h
$$

we have $K H=1$.

## Proof:

$$
K H=\sum_{r, r}(-)^{r} \frac{k!}{r!(k+r)!} h^{r} \frac{\left(k+r^{\prime}-1\right)!}{r^{\prime}!\left(k+2 r^{\prime}-1\right)!} h^{r} .
$$

Using the commutation properties

$$
\begin{align*}
& K H=\sum_{r, r}(-)^{r} \frac{k!}{r!(k+r)!} \frac{\left(k+2 r+r^{\prime}-1\right)!}{r^{\prime}!\left(k+2 r+2 r^{\prime}-1\right)!} h^{r+\gamma} \\
& =\sum_{m=0}^{\infty}\left(\sum_{r=0}^{m}(-)^{r} \frac{k!(k+m+r-1)!}{r!(m-r)!(k+r)!(k+2 m-1)!}\right) h^{m} . \tag{35}
\end{align*}
$$

The coefficient of $h^{0}$ is

$$
k!(k-1)!/ k!(k-1)!=1
$$

The result of the lemma is now equivalent to proving that, for $m \geqslant 1$,
$\sum_{0}^{m}(-)^{r} \frac{k!(k+m+r-1)!}{r!(m-r)!(k+r)!(k+2 m-1)}=0$.
The expression on the left-hand side of (36) equals
$\frac{k!}{(k+2 m-1)!m!} \sum_{r=0}^{m}(-)^{r}\binom{m}{r} \frac{(k+m+r-1)!}{(k+r)!}$.
Now if $k \in \mathbb{Z}^{+}$, then

$$
\begin{align*}
D^{m-1} & {\left[x^{k+m-1}(1-x)^{m}\right] } \\
& =D^{m-1}\left[\sum_{r=0}^{m}(-)^{r}\binom{m}{r} x^{r+k+m-1}\right] \\
& =\sum_{r=0}^{m}(-)^{r}\binom{m}{r} \frac{(k+m+r-1)!}{(k+r)!} x^{k+r} . \tag{38}
\end{align*}
$$

Putting $x=1$ in (38), the left-hand side must be zero [at least one factor $(1-x)]$, so

$$
\begin{equation*}
\sum_{r=0}^{m}(-)\binom{m}{r} \frac{(k+m+r-1)!}{(k+r)!}=0 \tag{39}
\end{equation*}
$$

for $k \in \mathbb{Z}^{+}$. Now (39) is a polynomial in $k$ with infinitely many roots, so it must vanish identically, whatever $k$ is. Thus (37) vanishes and (36) holds.

We have our result.

## C. Formal exact separation (2)

In this section we explore the consequences of the theorem proved in Sec. II B (Eqs. (16) and (17)]. First we will justify some of our earlier analysis.

The presence in $K$ [Eq. (17)] of inverse polynomials in $z_{t} D$ means that we cannot evaluate directly the result of operating it on an arbitrary function. Its operation is, nonetheless, perfectly well defined. For a wide class of amplitudes $f\left(z_{l}\right)$ we can write

$$
\begin{equation*}
f\left(z_{t}\right)=\int_{-\infty}^{\alpha_{n}} z_{l}^{\alpha} \tilde{f}(\alpha) d \alpha \tag{40}
\end{equation*}
$$

We have an upper bound $\alpha_{0}$ because of the Froissart bound; our $\alpha_{0}$ is chosen to be the lowest nontrivial bound. Now the operation of $K$ on $z_{t}^{\alpha}$ is well defined for $\left|z_{t}\right|>1$ :

$$
\begin{equation*}
K z_{t}^{\alpha}=\sum_{r=0}^{\infty} \frac{\left(\alpha-2 r+\frac{1}{2}\right)!}{r!\left(\alpha-r+\frac{1}{2}\right)!} \frac{\alpha!}{(\alpha-2 r)!} \frac{1}{4^{r}} z_{t}^{\alpha-2 r} \tag{41}
\end{equation*}
$$

The series on the right-hand side of (41) has good (uniform) convergence properties since as $r \rightarrow \infty$ the ratio of successive terms tends to

$$
-\frac{1}{4} z_{t}^{-2} .
$$

Thus we can commute the sum in (41) with the integral in (40), giving, with a little manipulation,

$$
\begin{equation*}
K f\left(z_{t}\right)=z_{t}^{\alpha_{1}} \sum_{r=0}^{\infty}\left(\frac{1}{z_{1}}\right)^{2 r} \int_{-\infty}^{0} z_{t}^{\alpha} \tilde{f}_{r}(\alpha) d \alpha \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{f}_{r}(\alpha)= & \frac{\left(\alpha+\alpha_{0}-4 r+\frac{1}{2}\right)!\left(\alpha+\alpha_{0}-2 r\right)!}{r!\left(\alpha+\alpha_{0}-3 r+\frac{1}{2}\right)!\left(\alpha+\alpha_{0}-4 r\right)!} \\
& \times \frac{1}{4^{r}} \tilde{f}\left(\alpha+\alpha_{0}-2 r\right)
\end{aligned}
$$

We can draw two important conclusions from Eq. (42):

1. $K f\left(z_{t}\right)$ is well defined: it exists.
2. The right-hand side of Eq. (42) is a good asymptotic expansion, effectively in $z_{t}^{-2}$. The coefficients
[ $\left.f_{-\infty}^{3} z_{t}^{\alpha} \tilde{f}_{r}(\alpha) d \alpha\right]$ have some $z_{t}$ dependence, but as $z_{t} \rightarrow \infty$

$$
\left|z_{t}\right|^{\epsilon}>0\left[\int_{-\infty}^{0} z_{t}^{\alpha} \tilde{f}_{r}(\alpha) d \alpha\right]>\left|z_{t}\right|^{-\epsilon} \forall \epsilon>0
$$

At low energies there can be more variation, but any energydependence in these factors should be totally swamped by the $z_{1}^{-2}$ terms. The first few terms of Eq. (42) should give a good approximation to $K f\left(z_{t}\right)$ in the usual "high energy" region (e.g. $P_{L} \geqslant 3$ ). This approximation is in fact obtained by taking the first few terms of $K$ itself, as given by Eq. (17). "high energy" region (e.g. $P_{L} \geqslant 3$ ). This approximation is in fact obtained by taking the first few terms of $K$ itself, as given by Eq. (17).

Conclusion (1) allows us to achieve a formal separation of naturalities; (2) allows us to approximate it more usefully, to arbitrary accuracy. The rest of this section is taken up with doing just that.

We have the expansion of $f_{c \bar{i}, \bar{d} b}^{\prime}$ and $f^{\prime}{ }_{c}, \vec{a}: \bar{d} b$, in partial wave series:

$$
\begin{align*}
f_{c \bar{a}: \bar{d} b}^{\prime}= & \sum_{J}\left[\langle c \bar{a}| T^{J}(+)\{\bar{d} b\rangle+\langle c \bar{a}| T^{J}(-)|\bar{d} b\rangle\right] \\
& \times d_{\lambda_{\mu}}^{J}\left(z_{t}\right), \tag{43}
\end{align*}
$$

$$
\begin{aligned}
f_{-c-\bar{a} ; \bar{d} b}= & \xi \sum_{J}\left\{\langle c a| T^{J}(+)|\bar{d} b\rangle\right. \\
& \left.-\langle c \bar{a}| T^{J}(-)|\bar{d} b\rangle\right\} d_{\lambda-\mu}^{J}\left(z_{1}\right),
\end{aligned}
$$

where $\xi=\eta_{C} \eta_{\bar{A}}(-)^{s_{A}+s_{C}-1 / 2}$ [cf. Ref. 1, Eq. (1)]. Now up to a common constant $[\operatorname{sign}(\lambda \mu)=+]^{2}$ :

$$
\begin{align*}
& d_{\lambda \mu}^{J}=\left(z_{t}^{2}-1\right)^{1 / 2(M-m)}\left(z_{t}+1\right)^{m}\left(z_{t}-1\right)^{m-(1 / 2)} D^{m+(1 / 2)} \\
& \quad \times D^{M-(1 / 2)}\left(P_{J+(1 / 2)}-P_{J-(1 / 2)}\right)  \tag{44}\\
& (-)^{\lambda+M-m} d_{\lambda-\mu}^{J}=\left(z_{t}^{2}-1\right)^{(1 / 2)(M-m)}\left(z_{t}-1\right)^{m} \\
& \quad \times D^{M-(1 / 2)\left(z_{t}+1\right)^{m-(1 / 2)}\left(P_{J+(1 / 2)}+P_{J+(1 / 2)}\right)}
\end{align*}
$$

(cf. Ref. 1 for notation). Manipulating formally

$$
\begin{align*}
D^{m+(1 / 2)} & P_{J_{ \pm}(1 / 2)} \\
= & \frac{1}{2}\left[\left(z_{t}+1\right)^{(1 / 2)-m} D^{(1 / 2)-M}\left(z_{t}-1\right)^{-m}\right. \\
& \times\left(z_{t}^{2}-1\right)^{(1 / 2(2)-M)}(-)^{\lambda+M-m} d_{\lambda-\mu}^{J} \\
& \pm\left(z_{t}-1\right)^{(1 / 2)-m} D^{(1 / 2)-M} \\
& \left.\times\left(z_{t}+1\right)^{-m}\left(z_{t}^{2}-1\right)^{(1 / 2)(m-M)} d_{\lambda \mu}^{J}\right] \tag{45}
\end{align*}
$$

The inverse powers of $D$ are, again, not ill defined; but in the expressions we wish to use we will eliminate them (cf. Sec. III).

From Eqs. (16) and (17) we deduce that

$$
\begin{align*}
& \frac{1}{2} D K^{\prime}\left(D^{m+(1 / 2)} P_{J+(1 / 2)}\right) \\
& \quad=\left(z_{t} D+m+1\right) K^{\prime}\left(D^{m+(1 / 2)} P_{J-(1 / 2)}\right), \tag{46}
\end{align*}
$$

where

$$
\begin{equation*}
K^{\prime}=\sum_{0}^{\infty} \frac{\left(z_{t} D+m+1\right)!}{r!\left(z_{t} D+m+r+1\right)!}\left(\frac{1}{4} D^{2}\right)^{r} . \tag{47}
\end{equation*}
$$

Hence, defining

$$
\begin{align*}
G(\lambda, \mu)= & \left(z_{t} D+\frac{1}{2} D+m+1\right) K^{\prime}\left(z_{t}-1\right)^{(1 / 2)-m} D^{(1 / 2)-M} \\
& \times\left(z_{t}+1\right)^{-m}\left(z_{t}^{2}-1\right)^{1 / 2(m-M)}, \tag{48}
\end{align*}
$$

$$
\begin{aligned}
G(\lambda,-\mu)= & \left(z_{l} D-\frac{1}{2} D+m+1\right) K^{\prime}\left(z_{t}+1\right)^{(1 / 2)-m} D^{(1 / 2)-1} \\
& \times\left(z_{t}-1\right)^{-m}\left(z_{t}^{2}-1\right)^{1 / 2(m-M)}(-)^{\lambda+M-m},
\end{aligned}
$$

we can write [combining (45) and (46)]:

$$
\begin{equation*}
G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right)=G(\lambda,-\mu) d_{\lambda-\mu}^{J}\left(z_{t}\right) \tag{49}
\end{equation*}
$$

The reader should compare this with Sec. II A of Ref. 1; we now proceed in a similar manner.

Using Eqs. (49) and (43) we can define a pure naturality $p$ amplitude

$$
\begin{align*}
F(p) & =\frac{1}{2}\left[G(\lambda, \mu) f_{c \bar{i}, \bar{d} b}^{t}+p \xi G(\lambda,-\mu) f_{-c-\bar{a}, \bar{d} b}^{t}\right] \\
& =\sum_{J}\langle c \bar{a}| T^{J}(p)|\vec{d} b\rangle G(\lambda, \mu) d_{\lambda \mu}^{J}\left(z_{t}\right) . \tag{50}
\end{align*}
$$

We now go on to define $f^{ \pm}, A(p)$, and $B(p)$ exactly as in Sec. II B of Ref. 1. In brief,
$f^{ \pm}=\frac{1}{2}\left[f_{c \bar{a} ; \bar{d} b}^{t} \pm \eta f_{-c-\vec{a} ; \bar{d} b}^{t}\right]=A\binom{N}{U}+B\binom{U}{N}$,
where now

$$
\eta=\eta_{C} \eta_{\bar{A}}(-)^{S_{1}+S_{C}-(1 / 2)}(-)^{c-\bar{a}} \operatorname{sign}(\lambda \mu) .
$$

In terms of $f \pm$

$$
\begin{equation*}
F(p)=G_{p} f^{+}+G_{-p} f^{-}, \tag{52}
\end{equation*}
$$

where
$G_{ \pm}=G(\lambda, \mu) \pm(-)^{m-\lambda-M} G(\lambda,-\mu)$.
$A J=\alpha$ polelike term contributes to (51) and (52) as
$A(p)=\alpha g(t) z_{t}^{\alpha}\left[1+O\left(z_{t}^{-2}\right)\right]$,
$B(p)=\lambda \mu g(t) z_{t}^{\alpha-1}\left[1+O\left(z_{t}^{-2}\right)\right]$,
$\begin{aligned} F(p)= & \alpha(\alpha+1)\left[(\alpha-M)!/\left(\alpha-\frac{1}{2}\right)!\right] g(t) z_{t}^{\alpha-m} \\ & \times\left[1+O\left(z_{t}^{-2}\right)\right] .\end{aligned}$
This ends our general analysis. In Sec. III we develop in detail the $m=\frac{1}{2}$ approximation series, an example of what can be done in general (though not easily in a general manner).

## III. APPROXIMATIONS FOR $m=\frac{1}{2}$

## A. The $m=\frac{1}{2}$ series

In line with point (2) following Eq. (42) we here develop a useful approximation series for the case
$m=\frac{1}{2}$.
Let us define modified amplitudes:
$\vec{f}_{c \bar{c} ; \bar{d} b}^{t}=\left(z_{t}+1\right)^{-1 / 2}\left(z_{t}^{2}-1\right)^{1 / 2(1 / 2)-M)} f_{c \vec{c} \cdot \vec{d} b}^{t}$,
$\vec{f}_{-c-\bar{a}, \bar{d} b}=\left(z_{t}-1\right)^{-1 / 2}\left(z_{t}^{2}-1\right)^{1 / 2(1 / 2)-M)} f_{-c-\bar{a}, \bar{d} b}^{t}$,
where $\operatorname{sign}(\lambda \mu)=+$ as usual. We modify the $G(\lambda, \mu)$ and $F(p)$ of Eqs. (48) and (50) by taking

$$
\begin{aligned}
& G^{\prime}(\lambda, \mu)=D^{M-(1 / 2)} G(\lambda, \mu), \\
& F^{\prime}(p)=D^{M-(1 / 2)} F(p) .
\end{aligned}
$$

## Equation (50) becomes

$$
\begin{align*}
F^{\prime}(p)= & \frac{1}{2}\left[\left(z_{t} D+\frac{1}{2} D+M+1\right) K^{\prime \prime} \bar{f}_{c \bar{c} \cdot \bar{d} b}^{\prime}\right. \\
& \left.+p \eta\left(z_{t} D-\frac{1}{2} D+M+1\right) K^{\prime \prime} \bar{f}_{-c-\bar{a} ; \bar{d} b}^{\prime}\right], \tag{56}
\end{align*}
$$

where

$$
\eta=\eta_{C} \eta_{\bar{A}}(-)^{S_{1}+S_{C}-(1 / 2)}(-)^{c-\bar{a}}
$$

and

$$
\begin{equation*}
K^{\prime \prime}=\sum_{r=0}^{\infty} \frac{\left(z_{t} D+M+1\right)!}{r!\left(z_{t} D+M+r+1\right)!}\left(\frac{1}{4} D^{2}\right)^{r} . \tag{57}
\end{equation*}
$$

Denoting by $F_{N}^{\prime}(p)$ the first $N$ terms in $F^{\prime}(p)$ we can define

$$
\begin{align*}
& F_{N}^{\prime \prime}(p) \equiv \frac{\left(z_{1} D+M+N+1\right)!}{\left(z_{1} D+M+1\right)!} F_{N}^{\prime}(p) \\
& =\left(z_{t} D+M+1\right) \sum_{r=0}^{N-1} \frac{\left(z_{t} D+M+N+1\right)!}{n!\left(z_{t} D+M+r+1\right)!} \\
& \times\left(1 D^{2}\right)^{\frac{1}{2}}\left[\bar{f}_{c \bar{a}}^{c}+p \eta \bar{f}_{-c-\bar{a}}^{c}\right] \\
& +\frac{1}{2} D\left(z_{t} D+M+1\right) \sum_{r=0}^{N-1} \frac{\left(z_{t} D+M+N\right)!}{r!\left(z_{t} D+M+r+1\right)!} \\
& \times\left({ }_{4} D^{2}\right)_{\frac{1}{2}}^{1}\left[\bar{f}_{c \bar{a}}^{t}-p \eta \bar{f}_{-c-\bar{a}}^{t}\right] . \tag{58}
\end{align*}
$$

For all $N F_{N}^{\prime \prime}(p)$ is a well-defined expression consisting of polynomials in $D$ acting on the $\bar{f}^{\prime}$. The discussion following Eq. (42) establishes that $F_{N}^{\prime \prime}(p)$ converges to a pure naturality $p$ amplitude as $N \rightarrow \infty$. The naturality ( $-p$ ) terms at each stage are suppressed relative to the naturality ( $p$ ) terms by a factor of order

$$
1 / z_{t}^{2 N+1}
$$

Now we will consider some examples of Eq. (58), for the cases $N=1$ and 2 .

## 1. $N=1$.

In this (the simplest) case we have

$$
\begin{align*}
& F_{1}^{\prime \prime}(p) \\
& =\left(z_{t} D+M+2\right)\left[\left(z_{t} D+M+1\right) \frac{1}{2}\left(\bar{f}_{c \bar{a}}^{t}+p \eta \bar{f}_{-c-\bar{a}}^{t}\right)\right. \\
& \quad+\frac{1}{2} D \cdot \frac{1}{2}\left(\bar{f}_{c \bar{a}}^{t}-p \eta \bar{f}_{-c-\bar{a}}^{t}\right] . \tag{59}
\end{align*}
$$

Apart from the irrelevant overall factor this is just Eq. (56) with $K^{\prime \prime} \simeq 1$. We can rewrite $F_{1}^{\prime \prime}(p)$ in terms of the $f^{t}$ [hence the $f^{ \pm}$of Eq. (51)] by taking the same order approximation we are using already in Eq. (55). Thus

$$
\begin{aligned}
& \bar{f}_{c \overline{;}, \bar{d} b}^{t} \simeq z_{t}^{-M-1}\left(z_{t}-\frac{1}{2}\right) f_{c \bar{a} ; \overline{;} b}^{t}, \\
& \bar{f}_{-c-\bar{a} ; \bar{d} b}^{t} \simeq z_{t}^{-M-1}\left(z_{t}+\frac{1}{2} f_{-c-\bar{a} ; \bar{d} b}^{t} .\right.
\end{aligned}
$$

Continuing to retain only the leading two orders we get
$F_{1}^{\prime \prime}(p)=z_{t}^{-M-1}\left(z_{t} D+1\right)\left[\left(z_{t} D z_{t}\right) f^{p}-\lambda \mu f^{-p}\right]$.
Apart from irrelevant factors this is just the single derivative approximation of Sec. IV for this special case.
2. $N=2$.

This case is less trivial. From Eq. (58)

$$
\begin{align*}
F_{2}^{\prime \prime} & (p) \\
= & \left(z_{t} D+M+1\right)\left(z_{t} D+M+3\right)\left[\left(z_{t} D+M+2\right)+\frac{1}{4} D^{2}\right] \\
& \times \frac{1}{2}\left[\bar{f}_{c \bar{a}}^{t}+p \eta \bar{f}^{\prime}-c-\bar{a}\right]+\frac{1}{2} D\left(z_{t} D+M+1\right) \\
& \times\left[\left(z_{t} D+M+2\right)+\frac{1}{4} D^{2}\right] \frac{1}{2}\left[\bar{f}_{c \bar{a}}^{t}-p \eta \bar{f}_{-c-\bar{a}}^{t}\right] . \tag{60}
\end{align*}
$$

This last expression can of course be written in terms of $f \pm$, just as $F_{1}^{\prime \prime}(p)$. The approximation is obtained by taking the leading four orders in $z_{t}$.

In general we need $2 N$ energy-derivatives to evaluate $F_{N}^{\prime \prime}(p)$.

## B. $\pi N$ backward scattering

Here our main idea is just to observe that $\pi N$ backward scattering is a process where our methods should be useful. The process is, in the $s$ channel,

$$
\pi+N \rightarrow N+\pi
$$

with $t$ channel

$$
\bar{N}+\pi \rightarrow \pi+\bar{N}
$$

There are only two independent helicity amplitudes. If we write the $t$ channel amplitudes $f_{c^{\prime} ; b}^{t}$ and the $s$ channel amplitudes $f_{c ; b}^{s}$, then

$$
\begin{align*}
& f_{+;+}^{s, t}=-f_{-;-}^{s, t} \equiv N^{s, t},  \tag{61}\\
& f_{++-}^{s, t}=-f_{-;+}^{s, t} \equiv F^{s, t},
\end{align*}
$$

in an obvious notation. We have one crossing angle $\chi$, and

$$
\binom{N^{\prime}}{F^{\prime}}=\left[\begin{array}{rr}
\cos \chi & -\sin \chi  \tag{62}\\
\sin \chi & \cos \chi
\end{array}\right] \cdot\binom{N^{s}}{F^{s}}
$$

where

$$
\begin{aligned}
\cos \chi= & \left\{\left(s+m^{2}-\mu^{2}\right)\left(t+m^{2}-\mu^{2}\right)-4 m^{2}\left(m^{2}-\mu^{2}\right)\right\} \\
& \times\left\{\left[s-(m-\mu)^{2}\right]\left[s-(m+\mu)^{2}\right]\left[t-(m-\mu)^{2}\right]\right. \\
& \left.\left.\times\left[t-(m-\mu)^{2}\right][m+\mu)^{2}\right]\right\}^{-1 / 2} \\
(m= & \left.m_{N}, \mu=m_{\pi}\right) \text { and } \\
\sin \chi= & 2 m\left[s t u+(s+t)\left(m^{2}-\mu^{2}\right)^{2}+2\left(\mu^{4}-m^{4}\right)\right. \\
& \left.\times\left(m^{2}-\mu^{2}\right)\right]^{1 / 2}\left\{\left[s-(m-\mu)^{2}\right]\left[s-(m+\mu)^{2}\right]\right. \\
& \left.\left.\times\left[t-(m-\mu)^{2}\right]\left[t-(m-\mu)^{2}\right][m+\mu)^{2}\right]\right\}^{-1 / 2} .
\end{aligned}
$$

Our amplitudes $f^{ \pm}$[Eq. (51)] are given by

$$
\begin{align*}
& f^{+}=F^{t}+i N^{t}=e^{-i x}\left[F^{s}+i N^{s}\right],  \tag{63}\\
& f^{-}=F^{t}-i N^{t}=e^{i \chi}\left[F^{s}-i N^{s}\right]
\end{align*}
$$

The single derivative approximate separation scheme defined in the last section is

$$
\begin{equation*}
\bar{F}(p)=z_{t} \frac{d}{d z_{t}}\left(z_{t} f^{p}\right)-\frac{1}{4} f^{-p} \tag{64}
\end{equation*}
$$

The contributions of a $J=\alpha$ polelike term to the different amplitudes are

$$
\begin{align*}
& A(p)=\alpha z_{t}^{\alpha}\left[1+O\left(z_{t}^{-2}\right)\right], \\
& B(p)=\frac{1}{4} z_{t}^{\alpha-1}\left[1+O\left(z_{t}^{-2}\right)\right],  \tag{65}\\
& F(p)=\alpha(\alpha+1) z_{t}^{\alpha+1}\left[1+O\left(z_{t}^{-2}\right)\right] .
\end{align*}
$$

This section [Eqs. (61)-(65)] can be taken by itself and used to get a good estimate of the pure naturality contributions. The $B(p)$ factors are not so important here as they are in any ( $m \neq 0$ ) Bosonic $t$-channel process, due to the extra factor of $\frac{1}{4}(\equiv \lambda \mu)$. We still cannot rely on $B(p)$ being small for moderate energies. In our $N N$ analysis $B(p)$ was generally comparable to $A(-p)$; a factor of $\frac{1}{4}$ will not make it negli-
gible. Our single-derivative approximation should be very reliable.

## IV. THE SINGLE-DERIVATIVE APPROXIMATION

In this section we derive the single-derivative approximation to exact naturality separation for a general Fermionic $t$ channel. We have already done this in Sec. III A for the case $m=\frac{1}{2}$.

In fact the single-derivative approximation $(\equiv \mathrm{SDA})$ is exactly the same here as in the Bosonic case (Ref. 1, Sec. III). There are two reasons:

1. The leading order $(J=\alpha)$ expansions for $A(p)$ and $B(p)$ are the same in the Bosonic and Fermionic cases [Eq. (54) and Ref. 1, Eq. (31)].
2. The single derivative approximation simply cancels the leading order wrong-naturality terms.

These comments do not mean we are just considering a pole model, as might easily be thought. Any amplitude can be considered as being as convolution of polelike terms, or having the form of Eq. (40). If the leading naturality ( $-p$ ) term $[A(-p)]$ has the form

$$
\begin{equation*}
A(-p)=\int_{-\infty}^{\alpha_{0}} z_{l}^{\alpha} \tilde{f}(\alpha) d \alpha, \tag{66}
\end{equation*}
$$ then the naturality $(-p)$ contribution to $\tilde{F}(p)$ is

$$
\begin{align*}
\bar{F}(p)[-p] & =\int_{-\infty}^{\alpha_{11}-2} z_{t}^{\alpha} \tilde{f}(\alpha) d \alpha \\
& =\frac{1}{z_{t}^{2}}\left[\int_{-\infty}^{\alpha_{11}} z_{t}^{\alpha} \tilde{\tilde{f}}(\alpha-2) d \alpha\right] \tag{67}
\end{align*}
$$

i.e., relatively smaller by a factor of $O\left(z_{t}^{-2}\right)$ than $B(-p)$ is in $f^{p}$. This point is outside the main line of our argument, but it is important in order to avoid any misunderstanding.

Anyway, the SDA is the same for any $2 \rightarrow 2$ process, so that we have already considered it fully in Ref. 1. Nonetheless we will now show how to derive the technique from the general methods of Sec. II. This is a useful check on the validity of our manipulations.

The simplest approximation to $F(p)$ [Eq. (50)] is obtained by taking $K^{\prime} \sim 1$ in Eq. (48):

$$
\begin{align*}
G(\lambda, \mu) & =\left(z_{t} D+\frac{1}{2} D+m+1\right) K^{\prime}\left(z_{t}-1\right)^{(1 / 2)-m} D^{(1 / 2)-M}\left(z_{t}+1\right)^{-m}\left(z_{t}^{2}-1\right)^{(1 / 2)(m-M)} \\
& =\left(z_{t} D+\frac{1}{2} D+m+1\right)\left(z_{t}^{(1 / 2)-m}+\left(m-\frac{1}{2}\right) z_{t}^{-(1 / 2)-m}\right) D^{(1 / 2)-M}\left(z_{t}^{m}-m z_{t}^{m-1}\right) z_{t}^{m-M}\left[1+O\left(z_{t}^{-2}\right)\right] \\
& =z_{t}^{(1 / 2)-m} D^{(1 / 2)-M} z_{t}^{-M-1}\left(z_{t} D z_{t}-m M\right)\left[1+O\left(z_{t}^{-2}\right)\right] . \tag{68}
\end{align*}
$$

From the symmetry under $z_{t} \rightarrow-z_{i}$

$$
\begin{equation*}
G(\lambda,-\mu) \approx(-)^{\lambda+M-m} z_{t}^{(1 / 2)-m} D^{(1 / 2)-M} z_{t}^{-M-1}\left(z_{t} D z_{t}+m M\right) \tag{69}
\end{equation*}
$$

We can define $F(p)$ by inserting these approximations into $G(\lambda, \pm \mu)$ in Eq. (50), and then we can use this $F(p)$ to define

$$
\bar{F}(p)=z_{t}^{M+1} D^{M-(1 / 2)} z_{l}^{m-(1 / 2)} F(p) .
$$

Hence

$$
\begin{align*}
\vec{F}(p) & =z_{t} D z_{t} \frac{1}{2}\left(f_{c \bar{a} ; \bar{d} b}^{t}+p \eta f_{-c-\bar{c} ; \bar{d} b}^{t}\right)-m M \frac{1}{2}\left(f_{c \bar{a} ; \bar{d} b}^{t}-p \eta f_{-c-\bar{a} ; \bar{d} b}^{t}\right) \\
& =z_{t} \frac{d}{d z_{t}}\left[z_{t} f^{p}\right]-\lambda \mu f^{-p} . \tag{70}
\end{align*}
$$

This is just Eq. (34) of Ref. 1 again. As there, we can write as the contribution of a $J=\alpha$ naturality $p$ term:

$$
A(p)=\alpha z_{t}^{\alpha} g(t)\left[1+O\left(z_{t}^{-2}\right)\right],
$$

$$
\begin{align*}
& B(p)=\lambda \mu z_{t}^{\alpha-1} g(t)\left[1+O\left(z_{t}^{-2}\right)\right]  \tag{71}\\
& \vec{F}(p)=\alpha(\alpha+1) z_{t}^{\alpha+1} g(t)\left[1+O\left(z_{t}^{-2}\right)\right]
\end{align*}
$$

## V. SUMMARY

In this paper we have done a great deal of mathematical work, leaving us with some simple techniques for extracting important information on pure naturality exchanges from measured amplitudes, the techniques being set in a well-understood mathematical framework.

We have a well-defined approximation series consisting of sums of amplitudes and a finite number of their energy derivatives, giving increasingly good approximations to pure naturality contributions. At every stage the error is reduced by a factor of order $z_{i}^{-2}$. The first term (SDA: Sec. IV) is likely to give a good approximation, the "wrong" naturality terms being suppressed by a factor of order $z_{t}^{-3}$ relative to the "right" naturality terms. Better approximations are easily obtained (Sec. III) but are less simple.

The limit of the series exists (Sec. II) but in general we
will not know how to express the amplitudes in a form where we can use our exact methods. No simpler method involving just a finite number of derivatives can achieve exact naturality isolation.
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